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Preface

Introduction

Relativity, along with quantum mechanics, is one of the pillars on which all of modern physics is
built upon. Some, like Pedro Ferreira, argue that general relativity is ”the perfect theory” [1],
however there certainly are points where it breaks down and the fact that it is incompatible with
Quantum (field) theory means that even if it is the perfect theory, it requires some modifications.

General and special relativity provide mind blowing insights into our universe. Even today, almost
a century on from when it was first discovered, general relativity continues to throw the cat among
the pigeons from time to time, the most recent being the discovery of gravitational waves from the
recent BICEP 2 experiment at the south pole, which provide an insight into the theory of inflation
that we will come to in future chapters.

The notes are structured into three parts. The first part is aimed to provide a detailed look
at the formulation of relativity theory, both general and special. The starting point for relativity
was Maxwell’s equations of electro-magnetism, which suggest a constant speed of propagation
for electro-magnetic waves, which we know commonly refer to as the speed of light, ¢. It was
Einstein’s genius, that took this simple looking fact and transformed our intuition of space-time
and everything in it. Part 2 goes into hardcore gravitational physics, much of which is used in
present day research. Finally, part 3 gives a brief sketch of cosmology and it is this part that is
most relevant for the summer project on inflation. Detailed calculations of the power spectrum
and quantum field theory in curved space-time are provided. These go along with the summary
report produced as part of this project.

”Physics is not a finished logical system. Rather, at any moment it spans a great
confusion of ideas, some that survive like folk epics from the heroic periods of
the past, and others that arise like utopian novels from our dim premonitions
of a future grand synthesis” Steven Weinberg.

Notation

e The operator V is defined as:

o o 0
V=5 T3 " 5 (0.1)

e FEinstein summation convention is assumed, where all repeated indicies are summed over:

4
“w — _ .0 1 2 3 0.2
et =atr, =2 vo+xx + 2 xe + 2713 (0.2)
pn=0
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e Co-ordinates are generally defined as:

n = 0=t
p = 1=z
o= 2=y
w o= 3=z (0.3)
e The Kronecker delta symbol, 4, is defined as:
1 ifu=
Suy=4 H=Y (0.4)
0 ifpu#v

e The Levi-Civita symbol, €;j1...n, in n dimensions is defined as:

1 if (4,7, k,l..n) is an even permutation of (1,2,3,4...n)
€ jkil.n=40  otherwise (0.5)
—1 if (4,4, k,1...n) is an odd permutation of (1,2,3,4...n)
e The identity matrix is symbolized by I, in the dimension that should be obvious from
the expression it is in relation with.
e R™ stands for an n dimensional Euclidean space.
e If an object is infinitely differentiable on a subset of a given field, it is denoted by C*°.
In other words, if a function, f, is parametrised by A and is C'*°:

mn
5 %f()\) Vn € {0,1, .00} (0.6)
In general, Greek indicies run over 0,1,2,3 and Latin indices run over 1,2,3, unless stated
otherwise.
There is a slight change in notation for part 2. Firstly the metric has the signature +,-,-- as
there will be aspects of particle physics here and this is the convention used in particle physics.
Moreover, we work in units:

h=c=1 (0.7)
from part 2 onwards, although at certain points in part 1 these notations are also used.
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Maxwell to Einstein: Laying the
foundations of relativity






CHAPTER 1

Special relativity

1. A close look at Maxwell’s equations

Let’s begin with James Clerk Maxwell’s discoveries in 1860’s. Maxwell’s discovery was to
unify the laws of electricity and magnetism, which at the time seemed like two different things.
This discovery has proved to one of the most important of mankind, not just in physics, but also
in technology. Almost every appliance we use today is linked in some way to Maxwell’s equations.

They are simple looking differential equations that carry beauty and symmetry between them
in equal measure, so lets start off by writing them down in their original form (before Maxwell’s
key discovery):

(1) The first equation is one that is attributed to Carl Friedrich Gauss:

vE=L (1.1)
€0

where p is the charge density, ¢ is the permittivity of free space in a vacuum, E is the
electric field. This equation states that the divergence of the electric field, is proportional
to the density of the electric charge, with the constant of proportionality being

Or in other words, the electric charge is the source of the electric field.
(2) This equation is not attributed to any person, it is simply an experimental fact that has

been observed for years:

€0 X Volume *

V.B=0 (1.2)

This equation actually carries a very puzzling fact of our universe. It states that

the divergence of a magnetic field is always zero, which is a statement of the fact that

no magnetic charges (magnetic monopoles) are ever observed in nature. There is no

fundamental reason for this that we know of, thus it remains a big puzzle in physics

today.

(3) Faraday is attributed with this equation, even though he never wrote it down, he was

the first one to discover its effect in his famous experiments:

Jo 1.
V x ot (1.3)

This equation states that if there is a time varying magnetic field, it can also act as
a source for an E field, or more specifically, the curl of the E field i.e the E field rotates
around the B field.
(4) The final equation was first outlined by Ampere:

V x B =—poJ (1.4)

where p is the permeability of free space. J is a current density and it acts as a
source of the magnetic field.

Maxwell’s genius was to realise that all these equations were describing the same phenomena,
but not in the form they are currently in. He realised that these equations seemed to contradict
the fact that was well established (by Benjamin Franklin) that electric charge is always conserved.
More specifically, the equations did not obey:
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LV (1.5)

Which of course means if a electric charge is depleted it must move away from its position, so
the fact that this is not obeyed is really a big problem! The problem can be spotted in Eq 1.4, to
see how, lets take the divergence of both sides:

V.(V x B) = —uoV.J (1.6)
The curl can be written as:
V x B); = e B 1.7
( X )z _G’L]k@ k ( . )
So we can re-write the R.H.S of Eq 1.6 as:
= 0 OBy,
0 0
= Gk gt g
0 0 0By 0 OBy
= Uk gt i Dbt k3 G T 5B G
o 0 o 0 0
= @2syz T 233-1-6132a T 92 =352 tensy 5o 783 +€231ax2$31
0
t ey gy “ B2+ €215 3 @Bl (1.8)

Since ;1 is totally anti-symmetric and the fact that partial derivatives are commutative, it
is obvious that the terms on the R.H.S of Eq 1.8 cancel. Therefore Eq 1.6 gives:

V.J=0 (1.9)

Which contradicts Eq 1.5. Maxwell then wanted to remove this inconsistency, and the obvious

way to do this is to work backwards and assume Eq 1.5 holds and try to find what the f term is
from Eq 1.1, which is:

0
E 1.10
o5 (1.10)
Now it is not hard to see that adding:
OE
1.11
€otio (1.11)

to Eq 1.4, will remove this inconsistency. This was Maxwell’s great isnsight and this term is
often referred to as Maxwell’s displacement current. The equations are now ready to be written
in their world renown form:

vE = 2 (1.12)
€0

VB = 0 (1.13)
o OB
E = -2 1.14

V x 5 (1.14)
. E

VxB = ‘LL()J + €olto é)at (115)

It is easy for us to see how this inconsistency was removed with a few simple steps now, how-
ever it took Maxwell (who was probably the greatest mind of his generation) years to work out
(in the process of developing these equations he had to develop the entire field of vector calculus
and also introduce partial differential equations). Hindsight is a wonderful thing!
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It was this last term that Maxwell added that leads to the fact that these equations predict a
solution that takes on the form of a wave. To see how, let’s take a simple system, in which there
are no charges or currents:

-

p=J=0 (1.16)
Under these conditions, take the curl of Eq 1.15:

. OE
Vx(VxB) = eo/,L()(Vx)
ot
0 0
V x (eklmaxle) = €olo <€klm 52l Em)
0 0 9 (9Bm
ezjk 8xj €kim aIl m =  €QMUO€KkIm Bxl 6t
0 0 o (0FEn,
@@GijkeklmBm = 6Oltoeklm@ <8t) (1~17)
There is an identity that needs to be used now:
€ijk€kim = 0il0jm — Oim0j1 (1.18)
Using this, Eq 1.17 can be written as:
2 9 =
- V2B = copo 5, (VXE) (1.19)
Now substitute from Eq 1.14 for (V X E)
-
= B
V2B = €00 55 (1.20)

Similarly, taking the curl of Eq 1.14 and following the same procedure of finding V x B from
Eq 1.15 to get:

02E

ot?
These are both wave equations. As an example suppose the magnetic field is a function of
time and only the z spatial dimension:

—

V2E = eopio (1.21)

#B 1 9B
= (1.22)
8t2 [Soy] (9{);‘2
The solution to this equation is any function of (x — ct), where ¢ takes the form of a velocity,

and since the equations are linear we can also form superposition functions of the form:

B = Fy(z — ct) + Fo(z + ct) (1.23)
Substituting this solution into Eq 1.22 yields the relation:
1
= (1.24)
€o/to

This function, is a function whose shape is fixed, but its center moves, which are just waves!
So Maxwell found that these were waves of electro-magnetism that traveled at a fixed speed that
depends on two of the fundamental constants of nature €g, ug. These had already been measured
in experiments and Maxwell put the experimentally measured values in to obtain a value for ¢
as 3 x 108 ms~!. Which is just the speed of light(which had also been measured in experiment
before). This was Maxwell’s true genius; using only pen and paper (and his brain!), he followed



6 1. SPECIAL RELATIVITY

the mathematics to find that light, which nobody knew what it really was, is infact an electro-
magnetic(EM) wave. This solution also predicts that there should be waves of any wavelength
that move with this speed, so infact we had discovered the whole spectrum of EM waves.

If that was not enough, the solution to Maxwell’s equations tells us something more about the
waves aswell, and that is seen by Eq 1.12 and Eq 1.13. For example, if we put the solution in Eq
1.23 into Eq 1.13, it is seen that the wave cannot change in the z direction, it is only the y and z
components that can vary. which in essence tells us that the waves are transverse.

2. Symmetry of Maxwell’s equations

2.1. Galilean transformations. As with most of our great theories, there is a lot more to
them then first meets the eye(and it usually takes more people, other than the inventor, to fully
appreciate its consequences) and the same is true for Maxwell’s equations. The equations posses
a lot of symmetries, some are more obvious then others. An obvious one is the dependence (or
independence) of time translations.

Making a transformation of the form:

t—t+t where t' € {Constant} (1.25)

leaves Maxwell’s equations invariant, as there is no explicit time dependence in them, just
derivatives of time, so any time independent quantity will not affect the equations of motion.
Another symmetry that is immediately obvious is that of spatial translations, consider the trans-
formation:

T+ where 2’ € {Constant} (1.26)

this also does not affect the EM equations as they only involve derivatives of Z. So there are
four (z,y, z,t) independent translations under which Maxwell’s equations are invariant. These are
expected from Galilean transformations as we do not expect the physics to change depending on
what coordinates are being used.

2.2. End of Newtonian mechanics. Maxwell’s equations do something very strange that
no other theory upto its time (or even since) have done. It predicts a speed. This seems totally
counter-intuitive and created a big problem for physics at that time (although physicists did not
realise this at that time), as from Newtonian mechanics, speed is always relative. The speed of an
object never determines the physics of its system, it is always relative to something. Yet Maxwell’s
equations do not show any relative motion, or any sight of a frame of reference, it is a the same
speed in all frames of reference. Maxwell realised this of course, but it was something he did not
take further. It was not until Einstein, did the true consequences of this bizarre fact came to the
surface.

In Newtonian mechanics, there is implicitly a symmetry built into the equations, that if you
change a system into a coordinate system in an inertial (non-accelerating) frame of reference, then
the laws of physics don’t change; i.e making a transformation:

x— x4 at where & € {Constant} (1.27)

doesnt change anything. The reason for this is obvious, and it is the fact that Newton’s
equation:

F = mi (1.28)

only involves second derivatives of time.

The whole idea behind symmetry and laws of physics (Noether’s theorem etc), begins from the
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symmetry hidden in Maxwell’s equations. To see these symmetries we have to re-write the equa-
tions in tensor formalism, which unifies Maxwell’s equations further.

2.3. Tensor formalism. Begin by defining four vectors:

at = (et, Z) = (ct,z,y, 2) (1.29)

where x* is the four vector and Z is a three vector consisting of the z,y, z components. We

can do this, not just for convenience but from the fact that c is a fundamental constant of nature

and so time and space become interchangeable by simply multiplying/dividing by c¢. We often

call z#, a space-time coordinate. This is actually a far more profound consequence of Maxwell’s
equations then it is often given credit for, as it truly unifies space-time.

Before we go any further, there a few more items that need to be defined:

.= 9 _ (98 9 9 9
= e 0x0 9xl’ 0x2’ O3
0 0 0 0

Next, we define a matrix, known as the Minkowski metric that is crucial for all of our physical
theories:

~1.0 0 0
0 100

/”l/’/:

T =10 010 (1.31)
0 00 1

It sometimes also has the signature of (+ - - -), but the important part is the difference in sign
between temporal and spatial components. This change in sign accounts for all the differences
between space and time, for example, the fact that we cannot move backward in time comes from
the difference in sign. In fact the main difference between EM and gravity is that gravity is always
attractive, as supposed to repulsive and attractive forces in EM. This also comes about due to the
difference in sign.

Using n*¥ , we can rewrite the wave equation as:

o o 0
oz Oxv
the B is the magnetic field vector, B, unless stated otherwise. To see it explicitly, we can
simply expand the indicies:

B=0 (1.32)

0 0 0? 0? 0? 0?
pv _ 00 11 33
n al’“ aqu n 81’023 + n al’lQ aIL'QQB + n 8[E32

19°B 8B  0°B B _

B+ n?? B

= —— =0 1.33
2 o2 + Ox? * Oy? * 022 (1.33)
Which can be re-written as:
LPB _ Gop (1.34)
2 o2 '

Once space-time are unifies as four-vectors, we can use a similar trick for charge density and
current density:

=

7 = (ep, ) (1.35)
This is known as the four vector electric current. The obvious question to ask now is how
to unify the electric field E and the magnetic field B in this same way. It is not so obvious
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however, as in total there are six independent components for them (i.e E,, E,, E, and same for
B), so we can’t use a four vector. The next thing to try is a matrix (a rank two tensor). But a
rank two tensor with two indicies, F},,, has 16 components, and we only need 6, so it is far too
many. To restrict the number of components, we can impose a condition on the matrix that it is
antisymmetric:

F,=-F, (1.36)
This means that it only has 6 independent components as:

Fu=-F,=0VYu (1.37)
This implies that all diagonal elements are zero, which leaves 12 components. Now if one
imposes the condition:

F,, =—-F,, Vu#v (1.38)

then there are only 6 independent components as half of them are related to the other half by

a minus sign. So we can define the antisymmetric tensor for the electric and magnetic fields, also
known as the field strength tensor, is defined as:

0 —E. _E _E
E. C C C
== 0 B, -B
Fo=|£5 B 0 Bwy (1.39)
E B, -B, 0
So the components are:
E;
Foy = ——
c
Fij = €ijk By (1.40)

One has to be careful with indicies that are covariant (at the bottom) or contravariant (at the
top). To convert from covariant to contravariant and vice-verse we can define:

M = ()7 (1.41)
So when we contract them:
1 0 0 O
01 00
po,, s
" Nap = 65 =lo o1 0 (1.42)
0 0 0 1

which means we construct the wave operator as:

" 0,0, = 00,

10
o' =, = ——-= 1.43
o, = (25 +) (143
In the same way:
jto= Thwj"
= j,= (—pc,f) (1.44)
Fi =" Fgq (1.45)

F# =l Fog (1.46)
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So the raising and lowering the indices simply changes the sign of the time components (de-
pending on ths signature of the 1 of course).

Using all the tools, we can write Maxwell’s equations as follows:

CramM 1. Equations 1.12 and 1.15 can be combined into:

D F" = —poj” (147)
PrROOF 1. Begin with the p = 0, temporal index:
Do F% = —puo5* as F° =0 and i € {1,2,3} (1.48)
Combining this with Eq 1.35 gives:

== MoJ (149)

C

And a similar procedure has to be followed to obtain the remaining terms.*

A similar long winded procedure can be used to prove:

8OtFﬁ’Y+aBF'yoz+8FozB =0 (1.50)

incorporates equations 1.13 and 1.14 of Maxwell’s equations. This can be written as:

8[QFB,Y] =0 (1.51)

The square bracket means the indicies are anti-symmetrised, which means:

1
oty = 6 (OaFpy + 0sFya + 0y Fap — 0aFyp — OpFay — Oy Fpa) (1.52)

But F is anti-symmetric, therefore:

1
6[QFM = 3 (0aFpy + 0gFya +0Fop) =0 (1.53)

Which is equivalent to the statement in Eq 1.50. Sometimes Eq 1.50 is also written in yet
another way:

P, Fry =0 (1.54)

2.4. Electric and magnetic potentials. The electric field, ¢, is a scalar and is defined as:

E=-V¢ Time-independent case (1.55)
The magnetic potential, ff, is a vector and is defined as:
B=VxA (1.56)
They are combined together to form a four vector potential:
AF = (¢,E> = <¢,A1,Ay,Az) (1.57)
c c

Then the EM field strength tensor, F},, can be written as:
CLAIM 2.
F,, =0,A,-0,A, (1.58)

LOne of the problems with any tensor formulation of equations is that they are highly tangled up and unpacking
them usually takes a long time. This is why Einstein’s field equations are so difficult to solve.
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PRrROOF 2. First consider the temporal component of Eq 1.58:
FOO = aoAO = 80140 =0 (159)

The spatial components:

FOi = 80AZ — 81'140 (160)

Which can be written in component form as:

E 04 1
L _o4 .1 1.61
c ot Vd)c (161
Which implies:
E=-V¢ (1.62)
and
A
%ﬁ =0 Time independent case (1.63)

Similarly, one can prove the remaining components aswell.

Eq 1.58 is of fundamental importance, not just in EM, but also in all of physics. This is
because it is the first equation that shows how the concept of gauge invariance comes about. To
see how this works, consider the transformation:

A, — A, +0ux (1.64)

This will leave F},,, invariant (as the partial derivatives commute and both terms in Eq 1.58
will give equal and opposite terms that will cancel) and hence the equations of motion invariant.
In fact this also leads on to gauge symmetries of the Standard Model of particle physics.

Finally, the Lorentz force:
F=q(E+7xB) (1.65)
To express this in terms of four vectors lets write down the equation of force:

CrAmM 3. Using Newton’s second law:

=qF*_— (1.66)

PROOF 3. Lets start with the temporal components:

920 oxY
= qF°
m or? > or
=0
ozt
0 = g¢F?
a5 or
0 = qFi=v=0 (1.67)

The spatial components are:
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9%zt - Ox¥
= F’L
" o2 vgr
- Ox”
G P
ma .
- OxV QI
Y e o el
Fo or tary or
~~

=1
= ¢E +q(Bx7) (1.68)

3. Lorentz Symmetry

Lorentz symmetry was first discovered by Lorentz(hence bears his name), and was first seen
as a mathematical property of Maxwell’s equations. However, it was Einstein who realised that
this was not just a property, but also a fundamental feature of our universe. The symmetry is
defined by a a change of space-time coordinates:

' (ct, T) :— ' = (ct',7") = Ala¥ (1.69)

This is a linear transformation, where A# is a transformation matrix. Under this transfor-
mation, the Maxwell equations are invariant. Similarly one can also have transformations in the
other EM quantities:

Al = ARAY
j/u — Aﬁjy
F'vvr = ARAGFOP (1.70)

These equations can be solved for the primed reference frame, or the unprimed reference frame
if the transformation matrices A# is invertible:

a¥ = Az Such that A = (A4)™ (1.71)

This can also be used to write down the transformations for derivatives:

0 B ax“i
or'* Qa't dxo
~ 0
= AY— 1.72
Koz (1.72)

So we see that covariant indicies transform with A and vice-verse. It is immediately obvious
that contracted indicies do not transform at all (as the covariant index will transform under A
and indicies with A, thus the expression has AA =1).

Now recall:

PP =y Fs (1.73)

To check that the Lorentz transformation:

Fof = NYAJFY (1.74)

leaves Maxwell’s equations invariant, the transformation of the 7’s, under the Lorentz trans-
formations, needs to be worked out. The condition on 7 is obviously that they need to be Lorentz
invariant:
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et
Nap = 7776/\31\@
0 = ASAT? (1.75)
These conditions define Lorentz transformations, i.e matrices that satisfy Eq 1.75 are Lorentz
transformations and the set of all matrices that satisfy this condition form the Lorentz group.
An example is of a Lorentz transformation is via an orthogonal matrix, O;; (say).

CLAIM 4. The length of any vector in 3-D is invariant under an orthogonal transformation
matrix, O;;:
T, = Oyx; = |T] = |2/] (1.76)

PROOF 4. Take the starting point as the length of the primed vector:

|f/|2 _ :Z;/]L

= |z (1.77)

Lorentz transformations are analogous to the one above, the only difference is the  which has
a minus sign in the temporal components. We can re-write Eq 1.75 as:

ATpA =1 (1.78)
As an example for this A matrix, consider an orthogonal matrix:
1 0 0 0
o_ |0 cosf sind O
A = 0 —sinf cosf 0 (1.79)
0 0 0o 1

This is a rotation matrix for the =,y coordinates and we can see that by defining a 2 x 2
matrix:

[ cosf  sinf
O:(—sinﬁ cos@) (1.80)

and OOT =1, which implies that:

(z',y") =0 (;) (1.81)

Which of course give the equations:

' = zcosf+ysind
y = —wxsinf+ycosb (1.82)
Geometrically the rotation is given by Figure 1. This is the simplest example of a Lorentz
transformation. More interesting Lorentz transformations take space into time, such as:

cosh@ —sinhé 0 O
sinhf® coshf® 0 O

AL = 0 0 10 (1.83)
0 0 0 1

This gives the transformation equations:
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ct' = ctcosh@ — zsinh §

13

(1.84)

This is also a linear transformation on the coordinates, but it is not a rotation due to the
hyperbolic functions. Geometry is shown in Figure 2

4

3

Y

\
\
\
J
(-~
v

[=

FIGURE 1. Geometry of transformation for Aj matrix

4

3

ct

X

FIGURE 2. Geometry of transformation for A#r matrix. The dashed orange lines
are lines of constant z’, the dashed blue lines are lines of constant ¢’
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Now, the 2’ axis, is by definition where ¢’ = 0. Therefore 2’ axis is defined by the condition:

ctcosh @ = xsinh § = ct = xtanh 6 (1.85)

This represents a straight line with a constant gradient that is less than 1 (as tanh§ < 1),
likewise ct’ axis is where 2’ = 0, so we get:

ct = zcothf (1.86)

which is a straight line with gradient that is larger than 1, in fact the slopes of both lines are
the inverse of each other, i.e if the gradient of ct’ axis 6, then the gradient of the z’ axis is % and
so on. This kind of Lorentz transformation is called a boost.

The physical meaning of the new coordinates is that the ct’ axis is the locus of an observer
who is in the primed reference frame. In the original coordinates, this observer is located at:

x = tanh fct = tanh§ = % (1.87)

one often defines:

—o0<f <o (1.88)
as the rapidity. So if 6 is known, the relation to all other hyperbolic functions is also known:

1
coshf = ———
V1 — tanh® ¢
1
= — (1.89)
-3
sinh = ——C (1.90)
2
-5
We also define the usual v factor as:
1
v = — (1.91)
-
Therefore, the Lorentz transformations are given by:
, VT
ct = v (ct — —)
c
"= gz —t)
! =
2 = 2z (1.92)
Since:
nuumluxly = nw}x#x’/ (193)
The length of a space-time vector is invariant under the Lorentz transformations:
2% = g (1.94)

This is often called the proper distance (also called a space-time interval) and this is invariant
under Lorentz transformations (but ordinary time and spatial intervals are not). Any observer
will also agree on what is in the past and the future, this is known as the concept of causality.
Is it preserves the fact any action follows a cause, for example no observer will ever see a ball
being struck in a cricket match before the ball has been delivered. To summarise, the concept of
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simultaneity is no longer valid for different reference frames, as observes will see events happening

at a different time to each other, however the order of events will always be the same and this
conservers causality.

3.1. Clocks and meter sticks. Now lets work out two of the most famous consequences in
special relativity, which are time dilation and length contraction.

Time Dilation

A

/ -~
—F e

Ticks of clocks / "

/“ .'/7
Vi ‘/‘ .'/
P .'/
" L~

1
AD I/

-~
cT 1/ L. -

~

vh l7 ..— -

L= >
X

FIGURE 3. Space-time diagram showing ticks on a clock

Consider a clock at x = 0. We want to see how the clock ticks in a different, primed coordinate
system. In the primed coordinates we will see that the value of the ticks of the clocks is becoming
more negative in the z axis. This is intuitively obvious; as the observer moves away from the clock,
the clock is at a more negative distance from the observer. The interesting question is weather
the time interval measured on the clock is the same in both reference frames. Suppose the time
interval in the unprimed frame is T', then the ticks in the unprimed frame are:

Tick | ct X
1 0 0
2 cl |0
3 2¢T | 0

TABLE 1. Ticks in the unprimed frame
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In the primed reference frame:

Tick | ct’ x’

1 0 0

2 eIl | -yvT

3 2veT | - 2 yoT

TABLE 2. Ticks in the primed frame

So the space coordinate for the first tick is at —yvT, which is negative as expected, but
looking at it carefully, vT' = T”, therefore 2’ for the first tick is at —v7T" and similarly the temporal
coordinate for the first tick is at ¢T”, the fact that:

VT =T (1.95)

is called time dilation. In other words, the time interval observed in a moving frame will be

longer than in a stationary frame. This follows straight from the fact that the speed of light is a

constant in a stationary reference frame. So the fact that an observer is moving relative to the

clock, does not mean the velocities of the light ray and the moving reference frame add according
to Galilean transformations, instead they follow relativistic addition of velocities.

Meter sticks

/ World line of end 2 of stick

1
E“dlyx A :
End 1, x; L End 2, x, X

>

FIGURE 4. Space-time diagram of a meter stick. Red line shows the length of
rod in the primed reference frame, L’. Blue line shows the length of the rod in
the unprimed reference frame, L

As was done for the clock, one must now ask what is the length of the stick as measured by an
observer in a moving primed reference frame. Lets look at the two ends of the stick both frames:
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Primed frame
X1 =0,t1 =ct | x| = —qut=—vt,t] =~t
xo = L,to = ct X/2:’7(L_Ut)7/2:7(_%)

Unprimed frame

Left end (End 1)
Right end (End 2)

TABLE 3. Coordinates of meter stick in both reference frames.

let t§, = 0, to see the length of the stick in the primed frame, we simply solve for ¢, under this
condition:

vL
=l (1.96)

Now we can use this relation to find out how the lengths of the stick changes in both reference
frames. If we take End 1 of the stick to be at the origin, then the coordinate xf represents its
length in the primed frame:

t=

L' =~(L—vt)

(2
- ufee)

L
- (1.97)

which is smaller than L, which means that in the primed frame, sticks appear smaller than
in the unprimed reference frame. At first there appears to be a contradiction between the two
observers. The observer in the stationary frame, O1, will say that the observer in the moving
frame, 02, has a watch that ticks slower. On the other hand O2, will say that his/her watch is
ticking at the rate of 1 second per 1 second, and that the watch on O1 is ticking slower.

So what is the real answer...? The answer is, that they are both correct. It is easier to see
how the contradiction disappears from the geometry of the situation. For the information that
follows, refer to Figure 5:

Observer 1 measures

Observer 2 measures

Time interval for O1
Time interval for O2

Yellow line without arrow
Yellow line with arrows

Green line with arrows
Green line without arrows

TABLE 4. Time intervals measured by both observer’s for each other in their
respective frames of reference

One has to be careful here, it is not the distance on the axis that gives rise to the Lorentz
contraction and time dilation. Instead it is the space-time intervals that need to be used, as it is
these that are invariant under Lorentz transformations:

At? —p? =Pt — 2 (1.98)

The space-time intervals are hyperbolic curves. The same procedure can be followed for the
length in both reference frames to look at the effect of length contraction(i.e draw the lines of
constant z,z’,t,t' and find the intersect to the world line of End 2 in the Figure 52). Following
the same logic will show that both the observers will be correct when they saw that the length is

2This is left to the reader as drawing more lines in Figure 5 would make it look more messy!
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increasing in the reference frame of the other. This shows the confusing yet profound consequences

of the speed of light being a constant in each reference frame and is at the heart of the theory of
special relativity.

- World line of end 2 of stick

-7

\
~\

>
X

FIGURE 5. The geometry of time dilation and length contraction

4. Relativistic mechanics

Mechanics has been about describing the trajectory of particles given a force and some initial
conditions. This has been the case for Newtonian mechanics and is no different in relativistic
mechanics. Suppose T' is some trajectory of a particle in space-time, and it can be parametrised
by our coordinates z* and some parameter . In general, A must be a Lorentz invariant quantity,
and a good quantity to use the proper time that describes the flow of the trajectory.

At each point one can define a parametric, 4-velocity:
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ox*

Parametric 4-velocity = Y (1.99)
this simply shows how the coordinates change with A. So now we can define a length element
as:
ozt Ox”
ds® = Ny~ dN? 1.100

There are certain classifications that ds falls under and they are as follows:

o If ds?> > 0, we call the trajectory space-like. There are no particles in nature that have
space-like trajectories since that would involve moving faster than the speed of light
(there exist hypothetical particles in some theories, like string theory for example, that
travel faster than the speed of light).

o If ds> = 0, it is called a light-like trajectory. These are all particles that are mass-less
and hence travel at the speed of light.

o If ds? < 0, the trajectory is called time-like. These are all massive particles.

The type of trajectory is always the same in any coordinate system. For time-like trajectories,
we define:

cOT == /=1, 0xH0x? (1.101)

This quantity is Lorentz invariant and the expression above can be re-written to get it in a
more familiar form:

(1.102)

4.1. 4-velocity. Define:

ox#

or

ox* ot

ot or

= (¢, ) (1.103)

"

Therefore:
utu, = —c? (1.104)
4.2. 4-momentum. Particle mass depends on velocity as follows:
m = ymg (1.105)

The proof is quite long and is worth doing once; it is found in many resources like [2]3.
The four momentum, p*, is given by:

3Having just worked through it, it is not worth typing up!
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o= mout

= (ymoc,ymo?)

= (me, m7)
E

- <ﬁ> (1.106)
c

Therefore:
P’ =p'pu = me® (1.107)

This is a Lorentz invariant quantity and proves to be very useful in all areas from physics,
especially in particle physics, when the kinematics of colliding particles in considered as m, also
known as the invariant mass of a particle, is the same in all frames and hence be used in working
out unknown quantities in different reference frames. For example, in a the rest frame, where
y=1:

p2 = p/(Lrest)pu(rest) = —WSCQ (1108)
In other frames:
2 E2 2
p= p/{othe7')pﬂ(0ther) = _CT + ‘m (1'109)

Since p? is a Lorentz invariant quantity, Eq 1.108 and 1.109 and be equated to give:

E = c\/p? + m3c? (1.110)

Which can be further simplified:

~ 2
E = m?y/1— (ﬂ>
mc
1 p?
2
= 14 -2
me ( * 2m02)
1 2
= me? +-2 (1.111)
——— 2myg
Restmass
KE
This works even for mg = 0 as then:
E = ¢|p| (1.112)

which is just the energy of a photon.

4.3. Dynamics. Newton’s laws are the starting point for the dynamics in relativity aswell.
The difference comes in the formalism of four vectors; the four vector force can now be defined in
terms of the four vector momentum as:

_ ot
- or

An example is the one looked at while discussing EM and its the Lorentz force. The Lorentz
force, in terms of four vectors can be written as:

F* (1.113)

F# = qF*u, (1.114)

where F* is the usual field strength tensor. Let’s explicitly do a calculation to see how this
formalism works for forces. Consider:
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Fu = n,F"
op#
= v L (1.115)
=~
Fr
But p* = m,u*, therefore:
v 6(m0u“)
Use chain rule:
v 8m0 v out
Fu = nuu ?u” + Nt ﬁmo
Vf)mo v our
mas or ut + (nuu )Wmo
v 8m0 out
Nu W or ub — u‘uﬁmo (1117)
Since derivatives compute both terms of the R.H.S can be simplified:
v 5‘m0 0
Fu = nuu WU“ ~ 5 (u,ut) mo
02
V@mo u
= U U
"l or
v 3m0
= Nwu U#W
0
_ g (1.118)
or

This means that if the motion is along the line of the force (or any components of the motion
are along the line of force) then the rest mass varies with time. When though about carefully, this
makes sense as the rest mass is a source of energy and we expect energy to change (work is done)
when a force acts along the direction of motion. This is not the case for electromagnetic forces. If
the Lorentz force is multiplied by u:

Fu = qu,u, F*" (1.119)
But since u,u, is symmetric in pur and F'*¥ is anti-symmetric in pv, Fu = 0. This means EM

forces do not change the energy of particles they act on, which is another peculiarity of Maxwell’s
equations.






CHAPTER 2

Introducing gravity

1. Motivating general relativity

Let’s go back to the time at which Einstein was thinking about how to generalise his theory.
He started to think about the geometry of space-time and gravity and how they might be linked,
immediately after completing his work on special relativity.

FEinstein wanted to find a field theory for gravity that superseded Newton’s theory, as the classical
gravity was inconsistent with special reativity. This is immediately obvious from the equation of
Newtonian gravitation force:

F(gravity) = %F (21)

There is no time dependence in the equation, which implies that the force was transmitted

instantaneously. This obviously contradicts special relativity and its causal structure. Einstein

wanted to eliminate this "spooky action at a distance”. But gravity was not the only thing at the

time that was described by such an equation. Coulomb’s law for electro-static forces had exactly
the same form:

) 142 o
F(Coulomb) = kTTr (22)

Again this violated causality. But this was just static limit of the EM fields that were described
fully by Maxwell’s equations. This is what motivated Einstein into thinking that maybe the
Newtonian gravity is also a static limit for a more general field theory for gravity.

1.1. Relativity of space-time: Newton’s Bucket. Another thing he did not agree with
was the absolute nature of space and time, a view that had been promoted by Newton and had
been accepted for over three centuries. This was not the accepted view before Newton however,
Aristotle(arguably the greatest philosopher of all time) and Descartes held a view of relativity
himself. Their views were much more local and specific than the view that Einstein would even-
tually come up with. They believed that it was not sensible to quantify things in an absolute
way. The only reality of a physical object was in its relation to other surrounding physical objects.
The same arguments can be applied to motion as well as space. To describe his view on absolute
space-time, Newton came up with a thought experiment.

e Imagine that you have a bucket full of water.

e The bucket is then attached to a chord and then the chord is twisted around itself several
times.

e If the chord is then released it will rotate and along with it so would the bucket.

e The water in the bucket would not start rotating immediately but it would start rotating
after a few seconds due to the friction between the bucket and the water.

e When the water starts to rotate it forms a concave shape. In other words the concave
shape of the water implies a rotation, but what is the rotation in reference to? i.e rotation
with respect to what?

If Descartes views were correct and the motion had to be relative to some nearby objects,
then the obvious object to use a reference would be the bucket as it is what contains the water.
However this cannot be true as in the beginning when the bucket was rotating and the water was
not rotating, their is still some relative motion, yet the water does not form that concave shape.

23
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Moreover, after a certain amount of time, one would expect the water to be rotating at the same
speed as the bucket, so their would be no relative motion, yet the concave shape would remain.
Therefore the water cannot be relative to the bucket.

Newton argued that this implied the existence of absolute space to which the water was in relative
motion with. This argument of Newton held strong for over 300 years.

In the 19" century, Mach made an argument that the bucket and the water rotated with re-
spect to all of the other matter in the universe. In other words its the motion relative to the
distance stars that caused the concave shape. This is obviously not true, as it implies that if there
was just a universe with the bucket and the water and the bucket was rotated the water would
not rotate. Moreover, it also violates causality, as it implies that the presence of matter billions
of light years away can cause the water to rotate!

Einstein obviously did not like the concept of causality in Mach’s argument; his, correct, view
was that the motion was relative to the local gravitational field. This would prove to be of funda-
mental important to his theory of gravity, because Einstein had stumbled upon a very profound
fact that the classical Newtonian (in this case centripetal) acceleration was linked to gravity.

2. Equivalence principle

This principle is probably the most fundamental insight into our universe that general relativity
gives us (and it also solves the problem of Newton’s bucket!). In comes from an observation that
all bodies in a given gravitational field experience the same acceleration. The connection between
acceleration and gravity is as obvious(well it is now, as I said, hindsight is a wonderful thing!) as
it is profound. Newtonian force is given by:

F = m[d (2.3)
where m; is the inertial mass, it is simply the resistance of acceleration to the force. In a
uniform gravitational field, we know:

F=myg (2.4)
where my is the gravitational mass, which couples gravitational pull to the force. In principle
my and mg, can be two different quantities, however experiments show that:

mp=my (25)
to a very high precision, which implies:

a=4g (2.6)

This is known as the equivalence principle. To explain this Einstein created a thought exper-

iment. Imagine a person in an elevator, if the person feels a force downwards there is no way to

determine weather the force is caused by acceleration upwards of the elevator or by a gravitational
force pulling on the elevator. A consequence of this is known as red-shift.

2.1. Newtonian gravitational red-shift. This is a more ad-hoc derivation of the red-shift.
A more rigorous derivation will follow in upcoming sections. Consider again an elevator that is
initially on the ground and is being accelerated upwards (same as being pulled down by gravity).

Suppose a torch light emits a light ray from the bottom of the elevator, by the time it reaches the
top of the elevator, the elevator itself has moved up a distance % gt? and the final velocity is gt.
The distance traveled by the light is:

1
ct = Ah + ith (2.7)

and the final velocity is:
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v =gt (2.8)
Y "
o~ ! !
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FIGURE 6. Elevator motion

we expect ¢t << 1 and g is relatively small at the surface of the earth, so we can neglect the
second term in Eq 2.7 and solve for it for ¢ and substitute this into Eq 2.8:
c
=g— 2.9
V=947 (2.9)
So the four wave-vector vector of the light at the bottom of the elevator is:

et — (%,0,07 %) (2.10)
here it is assumed that the motion is only in the z direction. At the top it is:
k* = oi, 0,0 Li’
C b ) ) c
w
Therefore:
W =qw(l-p) (2.12)
if g << 1t
W w(l-p) (2.13)

Substitute Eq 2.9 into 2.13:
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c2

W = w <1 - Ahg) (2.14)

So now a quantity can be defined as the gravitational redshift, z:

Ahg
-

(2.15)

Note that this is negative, so the frequency of light at the top of the elevator is smaller than
at the bottom. Physically this makes sense as a light photon will have to climb up a gravitational
potential well in order to move up and therefore it must loose energy and since energy is propor-
tional to w (another thing Einstein showed with the photo-electric effect) w must also decrease.
Hence photons are shifted towards the red end of the spectrum, which is why the effect is called
red-shift.

The time period of the wave is inversely proportional to its frequency:

1
A — 2.1
T o - (2.16)

This means that if one is in a strong gravitational field, the time, 7, will go slower (as w will
increase).

2.2. Bending of light: The Geodesic equation. Suppose the same elevator is moving
upwards and a light ray is emitted from one of the walls of the elevator towards the other wall
such that the light intersects the other wall at right angles. If the elevator is stationary, then the
light ray will intersect the other wall at right angles as viewed by an observer in the elevator and
by any external observer outside the elevator.

Once the elevator is in motion, the light ray will still appear to intersect the other wall at right
angles as viewed by the observer in the elevator as it has no relative motion with respect to the
light ray. However, to an external observer, the light will no longer appear to intersect the other
wall at right angles. Instead, the light ray will appear to take a curved path towards the other
wall. More specifically, the light ray is curved downwards. This is a general principle, the light
rays are bent towards the gravitational field. The consequence is actually more profound that this;
the photons path is not the thing that actually changes, it is infact the space-time itself that is
changing. The space-time is bent by gravitating objects (massive, energetic objects) and particles
follow geodesics (straight lines) in these new geometries.

The effect of gravity can be removed by moving into a freely falling reference frame, i.e the
elevator accelerates at the same rate as ¢ is pulling down. In this case one would not observe the
bending of light as this would be an inertial frame.

To analyse how the space time is bent around by gravitating objects, the geodesic equation needs
to be introduced. For simplicity lets set ¢ = 1, as is the convention in general relativity theory.
First let’s formalise the phenomena of light curving in non-inertial (accelerating frames).

e Define:

Local coordinates = & (2.17)

These coordinates are freely falling, i.e an inertial frame
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e Define:

Global coordinates = z“ (2.18)
These are coordinates for an external observer.

In general, x® and &* are related by a coordinate transformations:

T =z (&) (2.19)
An example is a static observer on the surface of the earth observes x® coordinates. In an

inertial frame, we expect the rules of special relativity to apply, hence the equation of motion in
the absence of any forces would be:

o%en
=0 2.20
or? ( )
Thus the solution for the trajectory would be a straight line:
=mif+c m,ce{R} (2.21)

The next step is to find the trajectory in the global coordinate system; first let’s use the chain
rule:

ogr 9 [0gr 0z
or2 91 \ Oz~ Ot

Ot 9P 9% 9P oz~

= 520 07 020w or or " (2.22)

Recall:

ozv ., Ox¥ 0¥

Ore % Q& Qx>

Multiply Eq 2.22 by gg: and use Eq 2.23 to get and ¢ in the first term of the R.H.S on Eq
2.22 that can then contracted:

(2.23)

Par ow o6 00® oue
or? Ot 0xPoz> Ot Ot
M~ —————

duV
S Term a

=0 (2.24)

uf  ue
Term a has three free indicies as u is contracted, so it can be defined as an object with three
independent indicies as, I';,. which is symmetric in o and (as swapping the two 4-velocities

does not have any effect). This gives the final form of the equation of motion in any arbitrary
curved space-time:

ou” 0z 0xP
Oy 20, (225)
or or or
This is the geodesic equation. To understand what the I's actually mean, the metric also
needs to be transformed into these curved coordinates. The metric in general is given by:

ds? = —dr’= Ny dEHdg”

ogr o¢”
I B 5P
—— —

9ap

da®dz” (2.26)

This gop is known as the metric tensor. Since it is a symmetric 4 x 4 matrix, it has 10
independent parameters or ten components. It is not hard to see now, that if we take a derivative
of gap, the structure will be the same as it is for I'; 5. Let’s define an object I',o3, such that:
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op = 9" T pap (2.27)
These I'’s are called Christoffel symbols;

I'yap = Christoffel symbol of 1st kind
op = Christoffel symbol of 2nd kind (2.28)

Both the Christoffel symbols are symmetric in a and 3, so any expansion for it must also be
symmetric in « and S:

CLAIM 5.

1 agua 8gpﬂ agaﬂ
_1 _ 2.2
Puap = 3 <3x5 T e T an (2:29)

PROOF 5. The way to verify this claim is to simply compute the individual components on
the R.H.S and see that they equal the L.H.S:

89/JV o i @895“
9x8 0z \""7 9zr oz
B i gn ago
= o 5e8 \ Dar Oz
B a2€n ago— afn 8250
= e (8$5(‘3x“ 0z D 8x58xa> (2:30)
But notice:
o5
——
ann _ agn % 8256
0xPOxr  OxY O QxPoxr
oo 0
Oz 9€° QxBoxr
—_———
%
(2.31)
So infact:
825;4 85” .
ArBoxr — dxv Uou (2.32)
Substituting Eq 2.32 into 2.30:
Ogua _ (068, O 0¢ O
0zb T\ 9y Bz T 9k 9OxBIT
K o K 2¢0
_ o, O 087 0¢" _97%¢ (2.33)

o 5 D P 1 B B o
N—— ————
Term b

One has to use the same trick as the one used in Eq 2.32 for Term b in the equation above to
obtain:

09ua
a5 = 9vel B+ 9u T (2.34)

The same method needs to be used for the second and third terms in Eq 2.29 to complete the
proof.
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So we see that the geodesic equation for any space-time geometry can be derived using the
equivalence principle. Note that in general the gravitational field is not homogeneous, therefore
the geodesics are not the same for all particles. This means that gravity cannot mimic accelera-
tion, except at a specific point in space. This is infact the key in working with gravitational forces,
one looks for tidal forces on objects as they cannot be produced by an accelerating reference frame.

In general a gravitational force is described by a general metric, g,,, which is not necessarily
related via the same transformation to the flat metric. So in general the line element in space-
time is given by:

ds® = g, dxtdz” (2.35)

This gives the true insight into general relativity; gravity is related to the geometry of space-
time. Moreover, it is also a gauge theory, as the object that defined the curvature is a metric
and a metric is not a physical observable!. Hence any changes made to the metric that leave the
equations of motion unchanged are also equally valid solutions. To be more specific, the physical
observables for a given geometry (metric) are encoded in a Riemann tensor, which contains second
derivatives of the metric.

3. Newtonian limit

In Newtonian gravity, the defining object of a system is its gravitational potential energy,
which is a scalar. In this transition from Newtonian gravity to Einstein’s gravity, we have intro-
duced 10 components (the components of the metric tensor) to define a system! So at first sight
these two theories seem completely incompatible.

However, Newtonian gravity certainly works upto a certain limit. It has got us to the moon
and most space travel only needs Newtonian theory, so how does general relativity approach the
Newtonian limit? To understand this, lets look at the assumptions of Newtonian gravity:

e Slow (non-relativistic) motion:

ozt ot

or | S ar

This basically means that time does not change much from proper time. If this is
true, all the velocity terms in the geodesic equations can be neglected:

(2.36)

2t at\?
5+l 2= ) =0 2.37
or? * Lo (87) ( )
e Stationary field:
09
=0 2.38
Therefore:
1 0900
®o v
I'to 5 Dk (2.39)
o Weak field:
Guv = M + h;w + O(hz) (2.40)

This is basically saying that the metric is just the Minkowski (flat) metric with a
small perturbation h,, added to it, i.e the field strength is small.

n the same that in quantum mechanics the object that carries the information of a system is its wavefunction,
which is not a physical observable hence can be changed by an arbitrary phase factor.
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To make further progress, the inverse of g,, is needed. If the metric is diagonal, the inverse
is simply:

G = —— (2.41)
CLAIM 6. In general:

g =" =" = (guw) ! (2.42)

PRrOOF 6. Since g"” is claimed to be the inverse, its product with g,,, must be the unit matrix,
this can be shown schematically as follows (one can also do the calculation using the contraction
of indices and this will yield the same solution):

g;wglw = (n;w + huu) (" — ht)
= UWTIW + hmﬂ?“l/ - nul/huy - h/u/hw/
= 0+h—h—(h?
5 (2.43)

Look back to Eq 2.39. There are two terms, one contains a derivative and one without; Since
h is small, we keep terms only that are linear in h. So under the weak field approximation, the
derivative of 1 is obviously zero since it is a constant, hence the only term that contributes in the
derivative will be h:

1 3}100 v
6o = "9 g J g (2.44)

and since the h2 terms are being ignored:

1 8h00
© _ = v
To = —35.4 (=" + 1)
B 1 8h00 1 8h00 v
N §8x“nﬂy+§8x”h
B 1 8h00
Now Eq 2.37 can be written in terms of its separate components as:
9220 ot \?
=0= —5 +T5 [ =— 2.46
H = aTQ + 00 (0T> ( )
But:
1 Oh,
0 _ = 00 10
Loy = 2 Oz n
= 0 W (2.47)
The last line holds as 7° # 0 only for v = 0 and 9, = 0 for v = 0. Therefore:
%20 0%t
A 2.48
or? or? ( )
This means:
dt
—=C Ce{R 2.49
- e () (2.49)

So time flows at some constant rate, which once can always absorb into the definition of 7 to
give the proportionality constant as 1. Now for the spatial components we have:
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. 02zt ;[ 02° 2
p=i(€{1,2,3}) = W‘Froo () =0

Substitute Eq 2.49 into 2.50:
0%z’

o

The first term can be expanded using the chain rule:

+TE,C% =0

0%zt Ot? i 9
o2 92 Lo =0
0%z’ ;
BT C*+Tic> = 0
Substituting Eq 2.45 into Eq 2.52:
32.13i - lahoo
o2 2 0xt
In Newtonian gravity, the corresponding relation is:
0%t 09
o2 oat

where ¢ is the gravitation potential. By comparing Eq 2.54 to Eq 2.53:

1
=——h
&= —Zhoo

Now recall that the gravitational potential follows the Laplace equation:

V2¢ = 4nGp
and by comparing Eq 2.56 and Eq 2.55:

81Gp
o2

gooz—(l—i—if)

V2hoo = —

Therefore:

where ¢ has been put back to get the correct units. Note that ;% = T,
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(2.50)

(2.51)

(2.52)

(2.53)

(2.54)

(2.55)

(2.56)

(2.57)

(2.58)

<< 1, for the

Newtonian approximation to hold. In essence this is the region in which one makes a transition
from the Newtonian to the general relativity regime. As an example, one can look at the value of

% at the surface of several objects.
Object ;% Newton or Einstein?
Proton 10~39 << 1 therefore Newton
Earth 1079 << 1 therefore Newton
Sun 106 << 1 therefore Newton
Neutron star | 1072 — 10~! | Transition regime
Black holes 1071 =1 Einstein

TABLE 5. The gravitational approximation for a range of physical objects
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4. Einstein gravitational red-shift

The derivation presented in section 2.1 is for a weak gravitational field, hence we can assume
a homogenous gravitational field. This is a very specific derivation for the red-shift. For non-
homogenous fields, this needs to be modified. In a strong gravitational field, time slows down. To

see how, look at the proper time:
Ozt Oz
=] =Gy — 2.
dr =1/ —g, 5% ot dt (2.59)

In units where ¢ = h = 1, the frequency of light in a primed (moving observer) frame and in
an unprimed frame (stationary observer) is given by:

1
dr = -—
v
, 1
dr’ = " (2.60)
The ratio of frequencies is:
v dr v ag: aaxtv dt (2.61)
- 7/ = ’ v ’
v dr 7glw8§7t/u ag;t/ dt’

Suppose that the observers in both frames are stationary in their respective frames, i.e all
velocities will be 0. The only non-trivial solution will be when p = 0:

V'Ot [goo(x) Ot

v 07 =\ ghola o0 (2.62)

Next, we assume that the space-time is stationary (i.e geometry not changing with time).
Then it is possible to choose a global coordinate time, so ¢t = ¢’ and the expression above simplifies

further:
v [g00(z) (2.63)
v 900(33)

This is the gravitational red-shift, which is a more general result than the expression in Eq
2.15. To recover the result of Eq 2.15, first substitute for:

goo(r) = —(1 +2¢') (2.64)
Therefore:
v 1+ 2¢
v 112 (2.65)

=~ (1+)(1-9) (2.66)

The red-shift is defined as usual:
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Av
y = -
v
vV —v
N v
/
v
= - (2.67)
If the gravitational field is homogenous, the ¢ = gh:
_g(h—1)

Which is the same as Eq 2.15.

5. Gravitational field theory

Returning to Einstein’s goal of forming a field theory of gravity. The first thing to ask is,
what are the ingredients of a field theory. The very first field theory has already been discussed,
it was Maxwell’s theory of EM. The first thing one needs is obviously fields. In Maxwell’s theory,
this was A*.

The next thing is to find out the dynamics of the field, which is described by an equation of
motion. The equations of motion are generally found by using the Euler-Lagrange equation, once
a Lagrangian for the theory is found. In EM the equation of motion is:

op*

W = qFMVUV (269)

Finally, one needs a field equation; this provides information about how a source of the fields
actually produces the fields. In EM these are just Maxwell’s equations as seen in Eq 1.47 and Eq
1.53. In Newtonian theory, the field is ¢, the equation of motion for gravity is:

op
_ 2.
: Vo (2.70)
and the field equation is:
V3 =p (2.71)

where p is the mass density.

For Einstein’s theory, the field is g, and the equations of motion is:
0%t 0z OxP
— r =0 2.72
oz T o ar ai (2.72)

The field equation is actually a set of equations called Einstein’s field equations:

G =871y, (2.73)

which will now be derived. T),, is the source of the field and is known as the stress energy

tensor, and since the field in this case is the metric tensor and the metric tensor represents the

geometry; we see that the source of the field gives rise to curvature of space-time and this is the
corner stone statement of general relativity.
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Maxwell Newton Einstein
Field Ar ¢ Buv
% o Pl 2 ™ .
Eguation of. motion %LT = qF””U,,. g—’t’z =-V¢ ng +T% o %—f =0
Field equations 0 F" = —poj” and 9, F,q) =0 | V9 =p G =811,

TABLE 6. Summary of classical field theories




CHAPTER 3

Curved space-time: Riemannian geometry

Everything that has been described so far has been in terms of special cases or in the limit
of weak fields etc. The true power of Einstein’s theory comes from its geometry and some of the
previous results will be re-derived in a more general way in this chapter, as well as providing the
mathematical tools for working with curved space-time.

1. Manifolds

A manifold looks like flat space "locally”, i.e it has the differential structure of R™ locally, but
is does not, in general have its global properties. Its formal definition is:

DEFINITION 1. A manifold is a set of points together with a collection of subsets, {O,} such
that:

(1) Each point, p € M(Manifold) lies in at least one of the subsets O,; which implies {O,}
covers the entire manifold.
(2) For each a, there is a one to one, onto map, ¢,, which takes O, to another subset U,,
where U, is an open subset of R"
3) If any two sets O, overlap; O, NO 0, then the map g 1! is infinitely differentiable,
B B Yo

C™.
W R
pset " 0
en sV Pe,
op n S(/bsG )
Ve
% e
P
3o

O

FIGURE 7. Manifold with subsets mapping to R”
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From Og, there is a map 13 which goes to R” (n = Dim(M)) into an open subset Ug in R”
space. There is a similar map for U, in R™ from O, in M. The overlap region could be separated
into the U, and Ug regions so to combine it, one would have to do the transformation:

L R (3.1)

So ¢ - ;! takes a point in R™ and moves it to another point in R™, so it must just be an
ordinary (multidimensional in general) function that is infinitely differentiable. To summarise,
Manifolds are made of pieces that look like open subsets of R™, which are smoothly sewn together.

DEFINITION 2. ), is called a chart (usually in mathematical literature) or coordinate system
(usually in physics literature). Sometimes one would just write x,, instead of 1, as it represents
the coordinate system.

DEFINITION 3. A collection of maps, {Og, ¥4}, is usually called an atlas

EXAMPLE 1. A simple example of a manifold is R™. It satisfies all the properties in the
definition of a manifold and the proof is trivial.

EXAMPLE 2. A sphere in n dimensions, S™; defined by the equation:

S™ = {(21, 29, ..., Tn) € R|2? + 22 + .22 =1} (3.2)

EXAMPLE 3. As a more concrete example, consider the 2-sphere embedded in a 3 dimensional
Euclidean space. The general Eq 3.2 now becomes:

SS = {(xl,l'g,l'g) ER%CL’%‘F(E%'F.T% = 1} (33)

We can define a set of maps to form an atlas. There are many ways to choose the set of maps,

as an example lets consider the following six maps, { M, Ma...Mg} that form an atlas for this
2-sphere:

e This covers the entire northern hemisphere:

My : {(z1, w9, 23) € S?|zs > 0} (3.4)

e This covers the entire southern hemisphere:

My {(21, 29, 23) € §*|23 < 0} (3.5)

e This covers the entire west hemisphere:

M 2 {(z1, 2, 23) € S*[a1 > 0} (3.6)

e This covers the entire northern hemisphere:

My {(z1,22,23) € S2|5171 <0} (3.7

Note that this still does not cover the entire sphere. There are two points (0,1,0)
and (0,-1,0) on the equator that are not covered by these maps. Thus these two maps
need to be specified separately:

e Covers the point (0,1,0):

M {(w1,22,23) € S*|a1 = 23 = 0,20 = 1} (3.8)
e Covers the point (0,-1,0):

MG : {(x17x27$3) € SQ‘xl =13=0,20 = _]-} (39)

There is infact a much better way to parametrize the maps, which is in terms of stereographic
coordinates, which only requires two maps.
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EXAMPLE 4. A sheet in 2 dimensions with a 1-D chord bisecting the plane of the sheet
perpendicularly is not a manifold. To see why, lets define a subset, {Achord }:

{Achora} = Set of all points on the chord (3.10)
and a subset {Apiane }:

{Apiane} = Set of all points on the plane (3.11)
Now, it is not possible to construct a 1 to 1 mapping; Achord = Apiane, since the dimensions
of the chord and the plane are not the same.

EXAMPLE 5. A Riemann surface of genus g, is essentially a two-torus with g holes defining its
topology (as supposed to one hole for a ”normal” torus). A torus with genus 1 is also a manifold.

FI1GURE 8. Torus with genus 1 manifold

ExaMPLE 6. If a cone is connected to another cone as shown in Figure 9, it is also not a
manifold due to the apex point where the two cones intersect. This is because at the point, the
mapping from the manifold to R™ is not C*°.

FIGURE 9. This structure is not a manifold due to the point at the apex.
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General relativity only makes sense on smooth manifolds, as one does not expect or observe
any massive spikes in the curvature of space time from one point to the next. Other theories like
string theory, do not require this condition. This is because strings are 1-D objects, whereas in
general relativity the fundamental particles are taken to be points of 0 dimension. Since a string
is an extended object it can smooth out singularities. The fundamental objects in string theory
are called ” Orbifolds”, for example if one considers an orbifold which is a one dimensional surface,
with a point of origin, say 0. The orbifold can be parametrized by a variable, say z, and every
point z will have a one to one mapping to every other point —z expect the origin point 0. So
this point becomes singular and is a problem for point like particles in this manifold. However,
a string can simply avoiding that point by going over that point and joining the manifold at two
points z; and —x.

F1GURE 10. String on orbifold

Returning to manifolds, if there is a map that takes one manifold M to another manifold M’;
f: M — M’ where each manifold has a map to R™ via:

Y M — R
W' M R” (3.12)

This means there is another way to get from M to M’ via the application of the three maps:

Y- -9t Takes M — M’ (3.13)
M
f
¥ v
i >
R™ R™

FIGURE 11. Schematic of mappings to illustrate Diffeomorphism
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DEFINITION 4. If a condition is imposed on Eq 3.13 such that the mapping is C*°, 1 to 1,
onto (i.e all points of the image are covered by the mapping), and the inverse of the derivative
also exists, then the mapping M — M’ is called a Diffeomorphism.

2. Tensors

Tensors can be thought of as actors on the stage of manifolds. If there exists a scalar func-
tion that maps a manifold M to R™, one can require that the function is independent of the
parametrisation (independent of which coordinate system is chosen):

fap) = f(@'(p) or [f&)=f(x) (3.14)
This is the key idea behind tensors.

2.1. Tangent vectors. The simplest thing to think about when thinking about vectors is a
directional derivative at a point.

DEFINITION 5. In R™, a vector v* has some components in a specific coordinates:

ot = (v, ") (3.15)

For any vector of this form, one can define in a 1 to 1 mapping a directional derivative operator:
of

v=v—=ReZ 3.16

b=t ( )

For example, if one considers just the 1 dimensional case, with z* = z, the ¢ f(x) will give an
indication of how the function f(z) is changing in the z-direction.

DEFINITION 6. Let F' be the collection of C*° on a manifold M. Then the tangent vector, V',
at a point p € M is a map:

VF—R (3.17)

and it has the following properties:
Linearity = V(af + bg) = aV (f) + bV (a) (3.18)
Leibniz = V(fg) = V(f)g(p) + V(9)f () (3.19)

THEOREM 1. The set of tangent vectors at p € M forms a tangent vector space, T,,(m). The
vector space has the same dimensionality as M, with the basis %, so any vector V' can be
expressed as a linear combination of the basis vectors:

0
V=vt— 3.20
pyn (3.20)
where V*# represents the components of the vector in the coordinate system that corresponds

to the basis %.

This vector can now be written a different coordinate system:

v = v 2 <8> (3.21)

Ozt \ zv’
This gives the transformation for components of the vector into a different coordinate system
is given by:
’ (’“)x/”
V(') = Vi(z 3.22
() = S V() (3:22)
Until now the vectors and vectors spaces are defined at a given point, p, in the manifold. This
construction can be extended to the whole manifold by defining a vector field, V.
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DEFINITION 7. Define a collection of all the tangent vectors V' at each point p € M, by a
tangent vector field, V:

V=A{V,eT,M, Vp e M, V(f) =Smooth} (3.23)

where V), is a tangent vector at point p and T}, is a tangent vector space at point p in the

manifold. This collection of vectors on the whole manifold is known as a field. The last condition

in the definition is that the vectors must transform smoothly on the manifold, meaning that if a

vector is pointing 1, say, at point p;, then at point po = p; + dp1, it cannot point in |, say, as

this would involve a jump, which would not be smooth and hence not satisfy the definition of a
manifold.

DEFINITION 8. The set of all T,M, {T,M},Vp, is known as a tangent bundle, T'(M).

DEFINITION 9. A cotangent vector, &, at a point p is a map which, for any vector in the
tangent space, assigns a number:

171 — a1
’172 — Qo
Up — (3.24)

where v, € T,M and n = dim(T,M) and a,, € R. These cotangent vectors, form a cotangent
vector space, denoted by T7 M, which is a dual spcae to the tangent space, with a basis dz*. The

basis is defined by:
0 oxt
iz ==
o (2) = (=22) o

w = wydx” (3.26)

i.e a linear combination (same as was done for the tangent vectors).

Now, one can write:

To change coordinate systems:

— 3
w = wydr

oxt ’

Therefore the transformation of the components is given by:

, ozt

w, (2') = qu(x) (3.28)

This shows that the tangent vectors and the cotangent vectors transform in the same way,
except that the transformation matrix is now the inverse of each other.
In general, a tensor of type (k,!) is a multi-linear map:

T:Ty xTy. xT*xTpy x Ty x .. xT, = R (3.29)

k times [ times
Which can be re-written as:

et o B ag
T/al...ak (ZC/) _ 83) 8.’1) 81‘1 83) ..k (.I')
OxH1 " Qxhr Qxvr T Qg TV VE

B1...01 (330)

The k indicies transform like (tangent) vectors and the [ indicies transform like co(tangent)-
vectors.
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In general, co-vectors are different to vectors, however, once a metric has been introduced, the
vectors can be transformed into co-vectors by contracting with the metric tensor and vice-verse.
A metric acts as a 1 to 1 map between vectors and co-vectors.

2.2. Tensor algebra. Let T and S be tensors, then they can be added since they are linear
(as long as the indicies run over the sum number of values, i.e the dimensions are the same).

DEFINITION 10. Once can also define a product of tensors:
TGl gt Shrw (3.31)
sometimes simply referred to as a tensor product. The result of the product of tensors is also
a tensor of rank (k + k' 14 1'), where T is a tensor of rank (k,!) and S is a tensor of rank (¥,1').

DEFINITION 11. Tensors can be contracted when two of the indicies of the two tensors are the
same and hence summed over (i.e they are just dummy indicies):

T3 Sl aty. = Rank(k + & = L1+1' = 1) (3.32)

Vl(Eal)...l/l/

where o is summed over

If a tensor is zero in one coordinate system, then it is zero in all coordinate system. In fact a
tensor is the same in all coordinate systems by definition. This is what makes them very useful,
as once the laws of physics are written in terms of tensors they can be applied and compared in
any coordinate system.

2.3. Connection. Laws of physics are generally defined by differential equations, so it is
important to formulate a derivative of a tensor, i.e tensor calculus. As an introductory example,
the derivative of a scalar, ¢, is a tensor of Rank(0,1)

CramM 7.
0u¢(z) = Tensor(0,1) (3.33)
Proor 7.
9¢(x) _ O¢(x) 9™
dxv Oz Oxk
oz’ 0
_ .34
o) (3:34)
So the components transform as:
axly
Dk o(x) (3.35)
which is the transformation of rank(0,1) tensor.
Now consider the derivative of a vector, V'*:
o ey 0 [0z,
8x’/‘v @) = Ox'm <8x” v
ox'* 928 0P 9%l
~ Oxv Ox'm Vi Ox'H 81"8(9:L‘VV (3.36)
Term 1 Term 2

Term 1 shows that the first part transforms as a vector, the second part transforms as a
co-vector, which is expected for a tensor of rank(1,1). Term 2 has a part with a second derivative
and this creates a problem as taking its derivative, in say, the Cartesian coordinate system would
make it zero. However, one can choose another coordinate system, in which this will not be zero,
hence it is not a tensor!.

This was a problem that Riemann set about solving in his PHD. The solution he came up with
was the idea of a covariant derivative.



42 3. CURVED SPACE-TIME: RIEMANNIAN GEOMETRY
DEFINITION 12. The covariant derivative is defined as:

vV, Vit =9, V¥ + T, V* (3.37)

where I'y | is called a connection. Note that this is not the same as the Christoffel symbols,

it is more general. We require that V,V" is a tensor and the d,V"” term is already known. This
provides a condition on the I'y ,, such that V, V" is a tensor.

Similarly one can define a covariant derivative for a covariant object (i.e indicies at the bottom):

Vawa = Ogws — Fgawv (3.38)
More generally, for any tensor:
YR 61...0%
VaTg, 5 = 0aT5) 5 +151aT5 s — Uara T 0k (339)

DEFINITION 13. It turns out, the condition on T is:

ox'* 9z Ozt _, 0?2’ 9xP Ozt

e, = - 3.40

W Ox® 92’8 dx'n P Pue P 9z’ Hx'r ( )
Term 2

This is also not a tensor due to the second derivative in Term 2.

DEFINITION 14. The anti-symmetrization of the I' indicies is defined as:

This object is known as the torsion.

Infact, this object is a tensor as the Term 2 in Eq 3.40 will be equal and opposite due to the
symmetrization of the v and (8 indices and hence cancel, leaving the transformation property of
tensor. In general relativity, torsion is assumed to be zero. In general, particles with spin will
create torsion.

Note that throughout this formalism, the metric has never been mentioned. This means that
all these objects will exist independently of a metric. Once a metric is introduced, these expres-
sions can be re-derived with the metric and they are somewhat easier.

3. The metric

Recall that in Minkowski space-time, the Lorentz invariant distance is given by:

Nudrtds” = d7* — c*dt? (3.42)
This distance will be observed to be the same for every observer that is related by a Lorentz
transformation:

ot — o't = Al (3.43)

The linear transformations A#, are defined by:

AYAG o = Mg (3.44)

This equation allows 6 independent parameters (as 7 is a diagonal metric); 3 boosts and 3

rotations. The Lorentz group is a 6 parameter group. Einstein found that all the Laws of physics
are written in tensor form and are invariant under Lorentz transformations.

But Lorentz transformations are just linear transformations as stated above. It is natural to think
about non-linear transformations, i.e frames that are not moving at a constant speed relative to
each other, but frames that are accelerating. Consider the transformation:
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1
=z + ia# (3.45)
and a particle is moving in the un-primed frame with the equation of motion:
d29:p
=0 3.46
dt2 ( )
i.e no acceleration of the particle. Then in the primed reference frame, it would look like:
0%’
P _
oz — ¢ (3.47)

i.e there seems to be a force. This is what lead Einstein to his Equivalence principle, that was
discussed in depth in Chapter 2.

3.1. Curved space-time. A curved space-time must locally look like flat space-time. The
trick with gravity is to combine all the flat space-time regions present locally, into a curved space-
time that shows gravity emerging. In curved space-time distances are measured using a metric, in
the same way as the Minkowski mertic:

G (x)dxt dz” (3.48)
where g, is a symmetric metric tensor, which has 10 independent parameters and follows the
properties:
[ ]
Y g 3 (gu) ™" (3.49)
Which implies that the determinant of the metric tensor is not zero:

|9ur| # 0 (3.50)
e It has three positive and one negative eigenvalues (difference between space and time),
this type of metric is called pseudo - Riemannian (As Riemann invented the mathematics
for curved space. He was working with higher dimensions of Euclidean space, so the
components of the metric did not have a change in sign).
e We say that a space possessing such a metric is locally Minkowski, because one can
always choose coordinates such that the metric at one point is equal to the Minkowski
metric.

To see why the metric can be set to the flat (Minkowski) metric locally, consider the metric
at a particular point, x,:

Guv (Tp) (3.51)
since g, is symmetric, 3 O4 such that:

04059uv(2p) = Dag (3.52)
where D, is a diagonal matrix. In other words, this condition basically states that the metric
is diagonalizable via:

090" =D (3.53)
This implies:
g=0"DO (3.54)
The diagonal matrix takes the form:
-2 0 0 0
o # o o0
D= 0 0 2 0 (3.55)
0 0 0 I
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where [, are the eigenvalues. Defining:

lp 0 O
10 Iy 0 O
L= 0 0 I, 0 (3.56)
0 0 0 I3
Therefore the metric can be written as:
g=0TLnLT0 (3.57)
or equivalently:
dztdz” g, = dy"dy” nu. (3.58)
with:
y = L0z (3.59)
where we have used:
da” gdx = de” QT LnLOdx (3.60)
——
dyTndy

Therefore we can transform g, into 7,, using orthogonal matrices @ and L, which have
6 and 4 parameters respectively. This means that at every point in space-time one can fix the
components such that the metric tensor g, is a flat metric as g,, has 10 independent parameters
aswell. In other words, it is possibly to choose a locally inertial coordinate system that can mimic
and hence remove gravity.

Since the metric must yield the same line element in every coordinate system, the condition
imposed is:

Gudatdz” = g, da'" da’ (3.61)
This is the definition of the metric and thus the coordinate transformation for the metric is:

oz 0xP
g;w(m/) = ngaﬁ(m)

= 7, At a particular point (3.62)

CrAIM 8. In a ”sufficiently” small neighborhood of the point:

0]
g =N and @gw ~0 (3.63)
when these conditions are applied, the laws of physics take the same special relativistic form

as they are in flat space-time.

PRrROOF 8. Start with Eq 3.62 and assume that the coordinate transformation has Taylor series
about an arbitrary point a®, now one can expand x* about that point:

Ot 82 s
o (') = ot + a:fw (@ —a)+ W(y — ) —d')P + ... (3.64)
Substitute Eq 3.64 into Eq 3.62:
Term 2
oz \? Or | 0%z Jzx | Ox dg
/ N __ " It B Il Bt —-J I\«
gw(m )= (833’) 9l + (6‘3:’ 0xox' ag + ox' |0z’ a) 3x(m @)+ (3.65)
—_—

n
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The indices have been deliberately left out here, as the large number of indices makes the
expression very confusing, whereas this equation gives a schematic structure to the solution. The
gf, term in the first term on the L.H.S can be used to rotate and rescale the eigenvalues of g such

that it becomes 7.
2 .«
The %
in v and S, therefore it has 10 components from these two indicies. « is independent of v and
so it gives rise to 4 more independent parameters meaning that in total, therefore are 4 x 10 = 40
free parameters. This means that there are 40 free parameters that can be arbitrarily set. The
coeflicients of term two are the derivatives of the metric evaluated at the given point:

part from Term 2, in Eq 3.65, is an arbitrary matrix. The matrix is symmetric

|ag,,, 00" (3.66)

This term is also symmetric in 4 and v and has one independent index 3, therefore in total
this also has 40 free parameters. Using the 40 parameters from the first part of term 2 and the
40 parameters from this part, one can solve a set of 40 linear equations to set Term 2 to be zero.

This the there is no change in curvature in to first order and the metric in the first term can be
set to the flat Minkowski metric.

At first sight this seems strange. But this is where Riemann conducted his pioneering work.
He showed that at the second order things become more interesting, as one will have more free
parameters then equations to constrain them, so infact it is not possible to choose a coordinate
transformation from a curved metric to a flat metric at a given point. The second order will have
terms like:

o3
9y (¢") = RH.S of Eq 3.65 + T +Terms « (3.67)
~———
Term a
But Terms o have already been determined as they will have terms from the R.H.S of Eq
3.65, so the only undetermined Term is Term a. These are numbers that are coefficients of the

(2" — a’)%. Now the question is, is it possible to set the parameters of :

ox3
3.68
0x'0z'0x' |, ( )
such that the second derivative of the curvature is 0:
M =0 (3.69)

0x*0xP
Eq 3.68 is symmetric in «, 8, as partial derivatives commute, u is a free index. A symmet-
ric three index tensor with indicies running over 4 values. Let’s count the possible number of
parameters:

3 indicies are the same: = «a=08=7v=0,1,2,3 4 values
2 indicies are the same: = «a==0,7v=1etc 12 values

no indicies are the same: = 4 values (3.70)

Therefore the number of parameters here is 20. There is also the free p index in the top
which is independent from these indicies and takes on 4 values itself, so in total there are 80 free
parameters from Eq 3.68.

On the other hand Eq 3.69, is symmetric in p,v and «, 3, hence they each contribute 10 pa-
rameters each, giving a total of 100 free parameters. Thus there are only 80 equations that can be
solved and set to zero. This means there are 20 non zero second derivatives of the curvature and it
is precisely these 20 parameters that describe the curvature of space-time, that cannot be simply
removed by choosing a coordinate system. These 20 free parameters form the Riemann tensor. It
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took Einstein over 10 years to understand this mathematics of Riemann and incorporate it into
his theory and from the above calculations, you can see why!.

The metric can not only measure distances, it can also measure volumes. This is important,
as the action involves an integration over the volume of space time. It has already been shown
that the metric transforms as:

dz* OxzP
/ [ —
gp,y - 81'/” ax/ygaﬁ (371)
The determinant of the metric is:
ox |?
9| = 9" = 55| 9= 19a81) (3.72)

Therefore the determinant of the metric transforms with 2 powers of the Jacobin matrix.
Recall that the metric has signature of (-,+,4,+), thus its determinant will necessarily be negative
and to compensate for this negative sign in the square root, one has to include a minus sign. The
determinany therefore transforms as:

ox
vV—g= 9 V=g (3.73)
and in general, integrating over d*z’, will transform as:
ox'
dtz’ = |—|d* 3.74
v=|pde (3.74)

Therefore:

d*z'\/—g' = d*z\/—g (3.75)
This is known as the invariant volume component and is completely independent of the co-

ordinate system. One more important function will be the inverse metric, ¢g"” and is defined
as:

gm’gua = 65 (376)
This transforms in the opposite way to g,.:
gluy (JI/) — ax/u axlygaﬁ
Oz OzP

This is used to raise and lower indicies in the same way that 7 is used in flat space.

(3.77)

EXAMPLE 7. Consider a 2 dimensional sphere in a 3 dimensional Euclidean space, S? € R3.
The sphere satisfies:

Pyt =1 (3.78)

The simplest metric is the metric inherited by the Euclidean space:

dx® + dy? + 2* (3.79)
Define a metric parametrised by spherical coordinates over the sphere with unit radius, this
gives the transformation from Cartesian to Spherical coordinates:

x = sinfcos¢
= sinfsing
= cosf (3.80)

Thus, the metric embedded into the spherical coordinates is:
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d¢? + sin” Od¢? (3.81)

when 6 ~ 7, the metric reduces to:

do* + dp? (3.82)

so if the spherical coordinates are constrained to a point, the metric looks flat. In fact it
does’nt matter what the point is, as even sin?6 # 1 will just be a number < 1, which is still
another flat matter scaled slightly differently. On the other hand if sinf = 0 i.e at the poles, the
metric is not flat, as the the phi coordinate becomes singular (i.e all ¢ coordinates will specify the
same point!).

FI1GURE 12. Spherical coordinates

The metric tensor in these coordinates is given by:

1 0
guu - (0 sin2 0) (383)

volume element in these coordinates is given by:

Volume = /g d*x = sin 0dfd¢ (3.84)

Note that there is no minus sign in the square root here. This is because the metric being used
here is Riemannian, i.e it does not have a time component that changes the sign. As mentioned
before. the coordinates defined for the sphere do not appear flat at the poles of the sphere, as the
¢ coordinates become singular at two points. One can do better by parametrising the sphere by
stereographic coordinates.

The way to define stereographic coordinates is:

e Take a plane tangent to the north pole, P.

e Take every point on the sphere and connect it to the south pole in a straight line with
the line intersecting the plane P.

e This project every point on the sphere to a unique point on this plane.
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It is obvious that the singular point will be the south pole as it would have a line that is tangent
to itself and hence parallel to P. In flat Euclidean space, parallel line will never intersect. It can

be shown' that the metric in the stereographic coordinates is:

A(dR% + R2d0)

(1+ R?)?
where the geometry of in Figure 13 defines:
Z1 o X1
2 1 + x3
@
5 - ]. + T3
z1 = Rcosf
zo = Rsinf

(3.85)

(3.86)

FIGURE 13. Stereographic coordinates

3.2. de-Sitter space-time. John Nash proved the following theorem:

2
THEOREM 2. Every Riemannian manifold can be isometrically

embeddedinaEuclideanspace,ofsomedimension.

It turns out that any 4D manifold can be locally embedded in 10 Euclidean dimensions. This
theorem can be applied to the simplest 4D (14-3) space-time known as the de-Sitter space-time.
It seems that our universe is evolving towards this metric. The de-Sitter space is basically a 4-D

sphere, i.e a space with maximum symmetry.

Imagine a 5D Minkowski space, with the metric:

-1 0 0
0O 1 0
map=]0 0 1
0O 0 O
0O 0 O

= O O O

0

_ o O O O

(3.87)

where A, B € {0,1,2,3,4}. The line element is simply the Pythagorean theorem in 5D:

napdz?tdz? = d(z°)? + d(z")? + d(2*)* + d(2*)* 4 d(z*)? (3.88)
Consider a 4D hyperboloid embedded in this space (Recall that a hyperboloid is just like a
sphere in that it is described by a quadratic equation, the only difference being a minus sign in

the quadratic as supposed to all positive signs):

4D hyperboloid = L? = —(2°)% + (z')? + (2)? + (2°)* + (2*)? (3.89)
This geometry represents a bouncing universe, as 2 time = —oo, the universe is a big sphere.
At 2 = 0, the universe is small sphere, and at z° the universe blows up in size again. Eq 3.89 can

be solved by setting:

IThe calculation is rather lengthy and would diverge too far away from the main points of this example. The

calculation is very common and can be found at many places on the web.
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2 = Lsinht
z! = LcoshtQ! I€{1,23,4} (3.90)
Such that:
Q=1 (3.91)
The Q) parametrizes a 3-sphere in this space:
Q! = (sin x sin @ cos ¢, sin x sin @ sin ¢, sin y cos § cos x) (3.92)
Light cone

FIGURE 14. de-Sitter space

The line element in this metric becomes:

L? = L* (—dt? + cosh® tdQ3) (3.93)
where:

dQ2 = dx? + sin? x(d6? + sin? 0d¢?) (3.94)
At a given time, the size of the universe is given by the cosh? ¢ term. At large times it becomes

exponentially large and yet the dark energy remains constant. This is a bizarre property of dark
energy and makes the universe we appear to live in very strange indeed.

So far the de-Sitter space has been parametrised by a closed universe. But it can be repre-
sented in many other ways. Since the space is embedded in a Minkowski space; there are three
natural slicing’s. The closed slicing is where the normal to the plane of the surface is space-like.
The other two are obviously time-like or light-like. The flat spacing is parametrised by:
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2° = L(sinht+ %rQet)
' = Le'z', i€{1,2,3}
1
z' = L(cosht — irzet) (3.95)
Then:
L(—dt? + e*dx'dz’) = d(2")? + d(x*)?) — d(2°)? (3.96)

This expands exponentially at large ¢t. Note that:

—oc0<t<oo (3.97)
and at —oo, e2'dz? terms are zero, hence the metric is singular at t = —oco (as the determinant
is 0, hence not invertible). At ¢t = —oo, — 2% + 2% = 0. Thus flat slicing becomes singular on the

surface represented by the line 2% 4+ z* = 0. It only covers half of the space time as there is an
equal amount above the plane and below it.

This is precisely the same as the idea of inflation. Inflation requires the very early universe
looked flat and hence had the same form as the metric. The length scale during inflation would
have been very small (i.e the damping term is exponentially small), therefore after a small amount
of time, the universe would expand exponentially. Going back to the metric:

L*(—dt? + cosh? td 932) (3.98)
Define a proper time:

t, =Lt (3.99)
Substitute Eq 3.99 into Eq 3.98:

cosh? (%) Q3 — dt? (3.100)

It has already been shown that at a given point, one can choose coordinates such that locally
the metric looks flat. The cosh? (%)dﬂg is some scale, i.e the radius of the 3-sphere, so it looks

like flat Minkowski (as it has a time component) space-time.

A curious fact about de-Sitter space is that it has a temperature. Suppose the proper time is
related to some imaginary time, 7:

t,=i(r — g) (3.101)

Substitute Eq 3.101 into Eq 3.100:
dr? + L2 sin(%) 402 (3.102)
sin? is obviously periodic, hence the metric is periodic in imaginary time. In fact the metric

is that of a 4-sphere. The period is just 2w L. From the Boltzmann distribution:

_H
T

e T = H (3.103)

where:
i
t=————  H = Hamiltonian 3.104
T (temp) ( )
Then in statistical mechanics, one sums over all states and for a diagonalised metric, it is just
the trace:
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—H
Tr(eT™ ) (3.105)
From the e~*T equivalence, the function Tr(e_%), must be periodic (as e is periodic) with
period AT:
Ar—1 (3.106)
T=17 .

By equating the space-time periodicity in imaginary time and the period in a thermal system;
it is easy to see that:

1 1 "
— =27 L T=—=—
T T T T o

The de-Sitter space time is a very useful example of embedding a metric into a higher dimension
space-time (i.e Nash’s theorem).

(3.107)

3.3. Curvature in the metric. Recall that previously, the curvature of arbitrary curved
spaces has been discussed in terms of the connection and the co-variant derivative as shown in Eq
3.192, these are discussed without the metric. The I'’s can be fixed in general relativity in terms
of the metric by making two simplifying assumptions:

e Assume there is no torsion:

T,,=0=1,=1¢, (3.108)

e The metric tensor is a constant with respect to the covariant derivative:

Vaguw =0 (3.109)
This quantity is called the metricity.
CrAm 9. If:
Vaguw =0 (3.110)
And the torsion is zero, then the connection is given by:
iz 1 iz
P = 59" (9axs + 9xa = gap.n) (3.111)

In terms of the metric, these are called the Christoffel symbols.

PROOF 9. Start with the the definition of the metricity being zero:

Aozg;w =0
= 0a9pa — Fgagay - Fiagﬁé (3.112)

One can include the cycles of the indicies:

0abap — T2 0as — 1% a5 = O (3.113)
989va — T 5060 —Topgrs = 0 (3.114)
Oalsy — F%agéw - Fiag,ea = 0 (3.115)

Adding the equations above gives:

0apy + 03970 — 039ap — 2050985 = 0 (3.116)
Multiply through by ¢g"":

0098+9" + 089v09"" — 019089 — 2000939 =0 (3.117)
Which can just be re-arranged to give the required form:
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1
[a =597 (8agsy + O59va — 019as) (3.118)

This can also be proved in the other order, i.e if Eq 3.111 is true, then Eq 3.110 must also be
true:

g o o
Juvyy = 8;7 =1 gva — 1, 9ua
= Gy —Uinga, =17 900 (3.119)
The Christoffel symbols are:

1 g Jg g
Lo, =59 =5 17 kY 3.120
w = oY (8x7 + Ozt Ox° ( )

1 Jdg dg Jdg
ID,=59" | 5~ 17 2 3.121
vy = 99 (8.’137 + Oxv  Oz° ( )

Substituting Eq 3.121 and 3.120 into Eq 3.119:

]‘ ao aglUT ag’)’a agﬂ"/ oo agVU ag’w’ 8gu’y
Jpviy = Guvy = 5 | Javd ( 007 | o ogo ) T Ioud dx7 | dxv 0
Contract Contract

1 o | 99y0 _ Oguy v | O%yo _ 09uy
vy — = | 90 - o - 122
Juy ™ 5 (g” (83:7 * Ozt 0x° 9 oz * Oxv  Ox° (3.122)

Now the ¢’s can be contracted with the ¢’s inside the derivative to obtain:

Gy = Gy — l(ag/w 99y _ 09y | O9uu | 99y _ 89V’v) (3.123)
nesy BT 9% 9y Oz loknd oz loknd Oz )
Now we have to remember that the metric tensors are symmetric, i.e:
Guv = Gvu (3.124)
Therefore we are left with:
1 /.0g
Juviy = YGuvy — ) (2 a;;)
Oguv
Guvy — Gy
= YGuvyy 7 Gury
-0 (3.125)

Because under these assumptions, the connection only depends on the first derivative of the
metric, and can be set to zero at a particular point, through a coordinate transformation. Thus
covariant derivatives just become ordinary derivatives at a given point.

If metricity is not zero, then a vector V,,:

VoVH =0 (3.126)

i.e it is a constant vector on a curved space. The length square of this vector is:

GV (3.127)

This means:
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0
Voz¢ - a?(ng“V”) = Va(g,“,V”’VO‘)
= (Vagu)V*V" + 9V VEVY + g, VEVEV VY (3.128)
Term 1 Term a Term b

Where ¢ is the length, thus a scalar quantity. By assumption Terms a and b are both zero.
The fist term involves the metricity and if this is not zero, i.e if one of the assumptions of GR
are not true, then the length squared of a constant vector is not constant under the covariant
derivative. This is very strange and it actually changes what the constant vector actually is.

Now the metric is embedded into the manifold with a formal description. In general, the coor-
dinate system that corresponds to the z mapping and the 2’ mapping may have different regions
in which they are valid, except for an overlapping regions in which they must necessarily agree.
The way this is done, is by writing equations that are invariant under coordinate transformations,
i.e in terms of tensors.

3.4. Parallel transport. The most fundamental object on a manifold is a curve. The curve
in general will be parametrised by some parameter, A, that runs along the curve in a given
coordinate system. The coordinates can be chosen with an arbitrary transformation to different
coordinate systems:

ZH(\) = 2 (2" (X)) (3.129)

The transformation from one coordinate system to another, is always a function of the old

coordinates, related in general by a transformation matrix. The actual transformation is not a

vector, its just some function (like sin 6 etc) But the tangent vector 85”;“, is a vector:

ox'* Oz Oz~

O 0z OA (8-130)
If we define:
N
e = % (3.131)
then:
I
g = %a £ (3.132)

One can now insist that this equation for the vector is invariant under coordinate transforma-
tions. Consider a vector V#(\), defined at every point on the curve. A vector is said to be parallel
transported along a curve, if:

DVH _QvE o dxP
= o eV N5 =0 (3.133)

where D represents the absolute derivative and is defined by the equation above. I'Z 5 Is
calculated at the point of the curve:

Tl = T2 (2 () (3.134)
which is equivalent to:
ovr _ - Va()\)% (3.135)
on B oA '

This is the closest one gets to saying that a vector is constant on a curve.
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EXAMPLE 8. Suppose a contravariant vector:

Vi=(1,2,3) (3.136)
in the above co-ordinate system is parallel transported from point (r, 6, ¢) to the point (r +
a,0+ 8,6+ ), where o << 1, << 1,7 << 1, under the metric:

ds* = dr? + r?df? + sin® rd¢? (3.137)
The change in V? under parallel transport is given by Eq 3.135. The derivative terms in Eq

3.135 represents how much a coordinate changes with respect to the parameter that parametrizes
the curve, which in this case is simply:

ozt 0z? oz3
el - — - = 1
S S Wt (3.138)
Therefore the change in V? is:
ovt oxP
_ _1‘\1 ol
oA a5V X
z? 0z3
- RV TRV
2 sin 2
_ 75 n 5”12 "3y (3.139)
Similarly:
ov? 9 00T?
o - TeVix
ozt
F%2V2ﬂ
2
_2a_B (3.140)
roor
ovs3 : oxP
_ _FS al
oA sV Bx
5 30z oz3
- VR Vi
= —3acotr —~ycotr (3.141)

The simplest curves are straight line in flat space, which correspond to geodesics in curved
space-time. The definition of a geodesic is that the absolute derivative of the tangent vector is
proportional to the tangent vector:

Deg+

A (3.142)

for some function f(A) which is introduced to remove the proportionality sign and & is the
tangent vector defined by:

po 920

&= OA

If a curve is a geodesic, the curve can be can be re-parametrised in a way that f(A) = 0. So

change A to o(\) to re-parametrize the geodesic. The o(A) is monotonic in A, i.e for each value of
A, there is a value for o(\). Let’s rewrite Eq 3.142 in terms of o:

(3.143)

2t (N) = 2 (M(o)) = z*(0) (3.144)
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Using the definition of the absolute derivative in Eq 3.133, Eq 3.142 can be written under this
parametrization as:

d (9o dxt 9% 9z (90\” dz do
— | ===—0 M —— | — | = — 3.145
oA (8>\ RRT ”) 18055 90 (m) TN 55 (3145)
Using the chain rule
%0 Oxt oo\ ? [ 0%am 028 0z do Ozt
— — e, —— ) =f(\)=—~— .14
N Do +<m> (&;2 805y 80) Nax o (3-146)
~——— —_——
Term a Term o Term b
By equating Term a and Term b:
0%c do
e = f(/\)ﬁ (3.147)
which is s simple second-order partial differential equation, which has the solution:
% = Ael TV VAeC (3.148)

(o}

This leaves Term « in Eq 3.146. Since 92 is non-zero (as by definition o = o())), the only
way Eq 3.146 can be true is if:

0%t " 0xP 0z

do? Be 9o Do

which is simply the geodesic equation. o is called the affine parameter, affine means the o is
determined up to transformations of the form:

=0 (3.149)

o'=Ac+ B VA,BeC (3.150)
In our universe, all particles follow geodesics in curved space-time.
4. Principle of least action

The principle of least action is the corner-stone of all physics. In this section, the geodesic
equations will be derived using the action principle and show that it yields the same result as
before.

4.1. Introducing the action. The action in general relativity takes the form:

S = fmc/dT (3.151)

where 7 is the proper time that parametrizes the world line is space-time. The particles follow
a curve is space-time z#(7), it turns out that 7 is an affine parameter and the equation of motion
for the particle is the geodesic equation with this parameter. Re-write:

S

—mc/\/—n,“,dx“dx”
—mc/ v cot? — 072

N\ 2
= fmc/cé't 1- <gj> c% (3.152)

The equivalence principle states that the laws of physics must be exactly the same in curved
space-time, as the laws of physics in flat space-time within a small neighborhood, so 1,, — g,.:

S = fmc/ vV —nupdatdxy (3.153)
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This can be parametrised using a parameter, say A:

Oxt Oxv

- _ g 2 .154
S mc/ )\ d\ (3.154)

4.2. Aside: Why does E=mc??. If we take a general action:

xy(ty)
S :/ Ldt (3.155)
for some Lagrangian:

L = L(Z,&) (3.156)

Minimising the action yields the Euler-Lagrange equations, which must be satisfied and are
the equations of motion of the particles (i.e the solution to these equations gives the trajectory of
the particle).

Evaluated on the classical trajectory, this action is a function of the trajectory at z(¢;) and x(ts)
(or a function to be more precise). This is called Hamiltons principle function. Consider varying
the boundary conditions:

oV = {xi,ti,xf,tf} (3157)
This will cause variations in the classical trajectories Z.(t). Now we want to know, what is
the variation in the classical action, under §V:

wy(ty+oty)+ozy
5Sclassical :/ Ldt (3158)
i (t;i+0t;)+0x;
Using Leibniz’s integral rule:
t OL 0L .
0Sciassical = Oty L(ty) — 0t; L(t;) + —67dt + / —6&dt (3.159)
¢, OF t OF
Using the Euler-Lagrange equation:
oL 0 (0L
— === 3.160
Oz Ot ( ot ) ( )
Eq 3.159 can be re-written as:
oL "
0Sciassical = |0tL + —= 0T (3.161)
ox ty
Now one has to realise a subtlety:
0x; = Oty + Tpdty (3.162)
Hence Eq 3.161 can be re-written as:
. ALY
0S = {6L + (67 — f&t)l (3.163)
ot |,
Using the definitions:
oL .
p = —  Canonical momentum
ox
H = pf—L Hamiltonian (3.164)

Thus the Hamiltonian variation function gives the canonical momentum and the Hamiltonian
as the coefficients of the variations in the final and initial positions and times. Therefore:



4. PRINCIPLE OF LEAST ACTION 57

!
gf = py (-ve for initial)
f
/
gf = —Hy (+4ve for initial) (3.165)
!

Noether’s theorem: Imagine that the action has a symmetry, for example translation:

Z — T+ ¢(constant) (3.166)

regard this is a variation, therefore:

dry =dz; =c (3.167)
We know that:
6Sclassical =0= [5$1p]{ (3168)
since xf # x;, this implies:
Pr="Di (3.169)

Thus momentum is conserved. If then, there is a time translation symmetry:

t—t+c (3.170)
now regard this as a variation:
5Sclassical = [5tH]{ =0 (3171)
since ty # t;:
Hy=H, (3.172)

therefore energy is conserved. Lets go back to the action defined in Eq 3.152; this shows that
the Lagrangian is:

ox\? 1
2
The momentum is given by:
o
= oi

= muy (3.174)
where:
ox
— = 1
5 = (3.175)

For the Hamiltonian, i.e energy:
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H = pt—-L

02
= mvy —mc? 1-—
c
2
= moly— (m02 <1 - 1)2) 'y)
c

2
mc
= —mv2'y — mcg'y + —21)27
c

= mcly (3.176)

4.3. Geodesic equation from the action. To get the geodesic equations, lets vary the
action in Eq 3.154:

oS
0S5 = —d\
12D
an d)\ AV 3 ot
= - (g0 " 2" + 29,622 v)) (3.177)
2 — TP’ —————

Terml

Term 1 has a factor of two in front, as the same terms come from z’# and z'*, Notice that:

1 0x*
ph — 297
. c Ot
ozt 1
R — (3.178)
N \/—gua'ta”
Thus Eq 3.177 simplifies to:
1
68 = —mc? / 07 (—gu ozt i” — 295,04 3") (3.179)

The next thing to do, as in any variational problem, is to integrate by parts. Notice that
this integration by parts was not done with respect to A. First the A is converted into 7; this is
motivated by the fact that A\ is an arbitrary parametrisation imposed on a curve. Integrating by
parts with respect to A, will give equations of motion with A, which will then give the trajectories
with respect to A, which is not very useful when A is not known!. This is why the curve is
re-parametrised by:

cOT = 0N/ =g a'ta'v (3.180)

So it is seen from the expression above that the A\ terms on the L.H.S are completely redundant,
as they just cancel out, so the trajectory obtained from the solutions of the equations of motion
will be as functions of 7. Integrating by parts:

0.5 o /(—gw,xi“i” +2gx,8") - 62t =0 (3.181)
This implies that:
0 > 1 ey
57 (D) = Sguwad"i (3.182)

Which can be further simplified by expanding out the product of derivatives first:
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agku . 1

W.CL' —i—g)\,,:'i" = 59”,,’)\5&#5&”

w0zt . 1 e

o AL U

e oy 1 s

Irwp@" 8+ g = S gt
it = -4 33 (3.183)

Which is the usual geodesic equation.

5. Riemann Tensor

Until now, a curve on a manifold is considered and a condition is imposed on it, such that the
tangent vectors to the curves are parallel to the curve, which gives rise to the geodesic equation.
The next thing to do, is to consider two curves that are close by on a manifold shown in figure 15.

FicURE 15. Manifold with two geodesics

The two geodesics are displaced by dz* (o). The two geodesic equations are defined by the
derivatives of the tangent vectors for each curve being zero:

D%zt (o 0%zt (o ox? oz

and
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D?(z* +dat)  0* u dz¥ 0z
_— = — FH _— =
Subtract the two equations and ignore second order terms in dz*:
025zt oz¥ 0z adzH doxt
—_— LI dr®———— 421", —— =
02 +0al (@)0w do do e do o
But now:
26 yn
5‘87502 # Vector

(3.185)

(3.186)

(3.187)

Thus it is not a useful quantity as it will vary from coordinate system to coordinate system,

so one needs to re-write this with more connections:

nw
+T5s0

D%5xH B 2 Dozt
Do " Do Do
D [(0dxH o o 0zt
= Da( o T Lm0T &;)
926zt ox® Ox? Adz” Hx? o2z A6z xP
= — 4I* ¥ — 4TH —— 4+ T" ¥ —— At
Oo? e do v oo T 0o Oo 0w Oo? thas 0o 0x°
Term a Term b

Substitute Eq 3.185 into Term b and Eq 3.186 into Term a. The equation above then simplifies

to:
D26$M T v . Lo v VA
Do = —I‘ﬁA’pémpx“x’\ + I\ SaPi? — T T pi®dP da” + Lo g
LU
= (Tl = Tl + Tl D, ~ TA Ty, ) 627

= R, @iz’

where we have defined:

Rfj,\p == (Fﬁ,\,p - F’ﬁm + F‘;WFZA - F/A}L,\qu)

(3.189)

(3.190)

This is known as the Riemann tensor and it measures geodesic deviation (also called the
intrinsic curvature of the manifold. This is different to extrinsic curvature, which corresponds to

the curvature of an external embedding space.)

CrAaM 10. The commutator of the covariant derivative acting on an arbitrary vector gives

the Riemann tensor times the vector:
(V. V, =V, V, )V = Rf’Y‘WV"*

PrROOF 10. The covariant derivative is defined as:

ove

V.Ve = D

+ V‘TZ‘V
For a mixed tensor:

VW =0, W)+ TE W7 -7 W
Using these two definitions we can write out the second covariant derivatives as:

(3.191)

(3.192)

(3.193)

Vu(VoV®) = 8,0,VO4TS 8,V I+V9,T% —T7 (9,V+ VTS )+T% 8,V +VITT.) (3.194)

(e
v

\ox”

do Oo

(3.188)
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Vo (V. V) = 8,0,A%+T%. 0,V +V79,T%

Y

17, (0, VOHVIT ) +17, (0, VI +VT] ) (3.195)
Subtract these two equations:

(VuVy =V V)V = (9,1, — 9,I% +T% T — T2 9 V7 (3.196)

oy po - vy vol uy

The term in the brackets on the R.H.S is simply the Riemann tensor.

So the Riemann tensor gives the degree of non-commutativity between the covariant derivative,
which is to be expected, as if there is no curvature, then the covariant derivative is the same as
the partial derivative(as the T is zero) and partial derivatives commute, which will lead to the
Riemann tensor being zero. In general for [V, V,] on a vector give a +R for upper indicies and
—R for lower indicies.

5.1. Symmetries of Riemann tensor. The first thing to do is to lower indicies.

Cram 11.
Ruvxp = gua )y, (3.197)
We have already shown that at a given point on a manifold, the Christoffel symbols can be
set to zero by an appropriate coordinate transformation. In this approximation:

1
R;Lu)\p = §(gup,u)\ — Gur,vp — Gup,u + g)\u,py) (3198)

ProOF 11. In coordinates that have I' = 0, the Riemann tensor is:

Ry, = O\, — 9T, (3.199)
To lower the index:
Ry = glmRSAp
= g,un(a)\rzy - apl—‘i,/) (3200)

In this local neighborhood on the manifold we are assuming the first derivative of g to be zero,
therefore this equation simplifies to:

1
8/\I‘gy = igmf(a/\al/gpo + a)\apgau - a)\aagup) (3201)
Multiply this by g,.,:
K 1 Ko
gK/LaApr = Egnpg (a)\augpa + 8)\8pgay - a)\aogup)
1
= i(aAaugpp + a)xapguv - 3,\3ﬂgup) (3.202)
Similarly:
1
gl»“’apl—‘iu = 5(6,0an)\# + apa)\gp,u - 8p8p,gl/)\) (3203)

Substitute Eq 3.203 from Eq 3.202 and put into Eq 3.200:

1
Ruvxp = 5(8;491,9% + 0p0ugux — 020ugup — 0,00 gau) (3.204)

Now one can analyse the symmetries of the Riemann tensor at a given point. Eq 3.204 has
two obvious symmetries and one that it is not so obvious.

e The Riemann tensor is symmetric under the first and third indicies and the second and
fourth indicies:

R;w = R)\ppl/ (3205)
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e The Riemann tensor is anti-symmetric under the first and second indicies and the third
and fourth indicies:

R,ul/)\p = 7R,Ll.l/p)\ = Ru,up)\ (3206)

e This is not the obvious symmetry and its to do with the cyclicity of the Riemann tensor:

CLAIM 12. Ryuap + Rupur + Ruxpw =0
This is the statement as:

R/L[u)\p] =0 (3207)
PrROOF 12. Writing out the Riemann tensor explicitly from Eq 3.204:

1
Ru,l/)\p + Rupu)\ + Ruz\pu = 5(8)\8ugpu + apaugu)\ - 8)\8ugup - 8;78119/\;1«)
1
+ 5(39(9,\91,” + ((Laugkp — @,@Lg,\y — 8V8,\gpu)
1
+ 5000595 + 020ugp0 = 00ugon = ONDpgup)  (3:208)

Using the symmetry:

Guv = Gup (3209)
and the commutativity of the derivatives:

R,uu)\p + R;Lpl/)\ + Rp,)\pu =0 (3210)

The number of independent components of Riemann tensor, are reduced by the symmetries.
The Riemann tensor can be thought of as a matrix with two lower indicies where each index is a
pair of anti-symmetric indicies i.e:

Rys = Ruupr (3.211)

So think about a symmetric matrix, whose indicies takes on values from 1...D, where D is the
dimension of the matrix, and each 1 and ¢ is anti-symmetric matrix, so it will take on values:

D(D -1

% (3.212)
The factor of half come as the two values can be flipped, i.e:

W,V = U, (3.213)

Therefore the overall symmetric matrix, Ry, will have w dimensions, and a symmetric
matrix the values:

1
§D’(D' +1) (3.214)
where:
D(D -1
p=2 5 ) (3.215)
therefore:
1/DD-1 D(D -1
# of values for Riemann = = ( ) ( ) +1
2 2 2
1
= gD(D —1)(D* - D +2) (3.216)
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However, there is a still the symmetry of the cyclicity that needs to be taken into account.
This does not provide an obvious condition on the number of values, as some of the symmetries of
cyclicity may have already been imposed by the two previous conditions, and one would not want
to count any symmetries twice!.

CrLAIM 13. The cyclicity condition implies that the Riemann tensor is totally anti-symmetric
on the 4 indicies, if the previous two conditions are imposed.

PRrOOF 13. The only way to see this, is by explicitly writing out the indicies:

UVAP = VUAD — —uVpA

UPVN = VPUN = —Apy

LAPY —> VAP, — — 1PV (3.217)
Therefore it is totally anti-symmetric on all 4 indicies.

This gives the number of equations constraining the parameters as:

D(D —1)(D —2)(D — 3)

i (3.218)
Therefore the number of independent components of Riemann is:
1 D(D —-1)(D—2)(D —
Total # of components = §D(D ~1)(D*-D+2) - ( I 1 I 3)
D2
= —(D*-1 21
(D) (3:219)

So for 4 dimensions the number of parameters for the Riemann tensor is 20 and this is what
is expected as previously it was found that there are 20 unidentified parameters when trying to
set the second order derivatives of the metric to zero at a point. The Riemann tensor fixes these
quantities by specifying a value for each of component.

THEOREM 3. If:

A
R, (z) =0 Ve e M (3.220)
then there exists a coordinate system in which:
Guv = Nuv (3.221)
i.e it is just Minkowski space (in some funny coordinate system). Thus a space-time is flat, iff
R, =0,
P

5.2. Ricci Tensor. This is constructed from the Riemann tensor. One can contract the first
two indicies and the last two indicies of the Riemann tensor as they are anti-symmetric, therefore:

Rypuwg"” =0 (3.222)

To get non-zero values one has to contract the first and third or second and fourth indicies.

The resulting tensor is known as the Ricci tensor. It is a symmetric 4 x 4 matrix, hence it has 10
components:

Rag = Ryg (3.223)
= Rg, (3.224)

There is another quantity, known as the Ricci scalar, that is defined as:

R=g"®Raps (3.225)
It is also called the intrinsic curvature scalar, i.e it only depends on quantities in the metric
(in the space itself) and does not depend on how the space is embedded into a manifold.
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5.3. Weyl tensor. This is related to the conformal symmetry of the space-time, i.e the
symmetry of multiplying the metric by an arbitrary function of position. It is defined as:

1 1 1 1 1 1

igau, Ryﬁ + igal/R,uﬁ + igﬁ,uRua - igﬁl/R[LOt - 6g(xug,uBR+ ggauguﬁR (3226)
and it is constructed by removing the trace of the Riemann tensor. The Riemann tensor is

anti-symmetric in «, 8 and u, v, so the components on the diagonal are zero. However, in general

ap and pr components are not and so need to be removed for the Weyl tensor. Therefore:

Coapur = Rapuw —

9" Cappr =0 (3.227)

C is traceless on any two indicies.

A
v

°C)

FIGURE 16. Conformal scaling function

It has 10 independent components. Therefore Riemann can be thought of as Ricci + Weyl. The
Ricci components are fixed by the matter and the Weyl components come from the gravitational
waves.

THEOREM 4. If:

Capys =0 (3.228)

then there exists coordinates in which:

Guv = ()N (3.229)
This Q2(x) is known as a conformal factor, so the space-time is conformally flat.

The function Q%(z) is a local scaling, that does not change any angles, as shown in figure 16.

5.4. Bianchi identities. The Bianchi identity is an identity for the derivative of the Rie-
mann tensor and is defined via:

Rozﬁ,uu;l-c + Rozﬁli,u;u + Raﬂun;,u =0 (3230)

Because the Riemann tensor is anti-symmetric on the indicies u, v, then just as before, when

a tensor is constructed by cycling three indicies, two of which are anti-symmetric, its the same as
anti-symmetrizing. Therefore the Bianchi identity is equivalent to:
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R(xﬁ[pu;k] =0 (3231)
The property of the Riemann tensor in Eq 3.207, follows in general from the Jacobi identity:

([VulVu, Vil +cycles) =0 (3.232)
where 1 is some scalar. Then the Bianchi identity follows from a similar identity except with
the operator acting on a vector, V¢

([VulVy, Vil +cycles) V¥ =0 (3.233)
The full formal derivation is quite lengthy and would take us too far of course at this point.?

6. Summary of differential geometry

There is an easy way to outline the concepts of differential geometry, especially in general
relativity. One can divide the concepts into three layers:
e The most fundamental object in differential geometry is a manifold. A manifold is for-
mally defined in definition 1, however, it can just be thought of as an object that locally
looks flat.

A manifold does not have any intrinsic way to define a coordinate system on it. Therefore
one is at liberty to choose which ever coordinates that are appropriate. The idea is to
describe certain geometric objects on the manifold, such that the coordinates being used
make no difference to the description. An obvious object is a tensor:

Tgll".:;;m (3.234)

This is a (m, n) rank tensor. Mathematically, a tensor is defined by a transformation

law, given by Eq 2.1. A manifold also contains a tangent vector space at each point on
the manifold.

e It is not possible compare different points on a manifold, as taking a derivative of a tensor
at one point does not transform as a tensor, instead one has an extra term, as is shown
in Term 2 in Eq 3.36. To cancel of this term, the covariant derivative is introduced in
Eq 3.192. The covariant derivative gives a natural concept of parallel transport, which
is the idea that vectors at one point in the manifold can now be compared with vectors
in another point in the manifold. This also induces a special curve on the manifold, the
geodesic. The geodesic curves parallel transport their own tangent vector:

urv,U” =0 (3.235)
The next thing to define is Riemann curvature. It is defined by the non-commutativity
of the covariant derivative, given in Eq 3.191. Once this has been introduced, the indices
of the Riemann tensor can be contracted to give the Ricci tensor and the Ricci scalar.
e Finally, one adds metric to the manifold, which gives a measure of distance of the man-
ifold. With a metric, the line element between two points is given by:

ds? = g, dxtda” (3.236)
In general relativity the metric is defined in a way that its covariant derivative is
zero, which actually follows from the fact that the theory is torsion free.

3Full proof can be found on many websites, like http://www-personal.umich.edu/ jbourj/gr/homework%205.pdf






CHAPTER 4

Einstein’s field equations

This chapter will form the key result in the general theory of relativity; the Einstein field
equations. The chapter is deliberately kept very short as to highlight the importance of Einstein’s
equations.

1. Einstein tensor

Contract the first and third index of Eq 3.230:

gaMgBH(Ra,BuV;H + Ra,@mu;y + Raﬁun;u) =0 (41)
Contracting the indices explicitly:

gaMgBHRaﬁpu;n + gaMgBHRaﬁn,u;u + gaugﬁﬁRaﬁun;p = gﬁﬁRﬁu;n - gaugﬂﬁRaﬁ;Ln;u + gaMRaz/;,u
= VPRp, —V,R+V°R,, =0 (4.2)

where Rg, and R,, are the Ricci tensors and R is the Ricci scalar. The first and third terms
are the same as o and 3 are dummy indicies, therefore:

1
VA = SVl

1
= V'B(Rg,, - igﬁvR) =0 (4.3)

Einstein realised! that this quantity was of fundamental important and would lead to being a
term in his field equations.

DEFINITION 15. Another tensor is defined as:

1
GBV = R,@,j - §ggl,R (4.4)
This is known as the Finstein tensor.

Under this definition Eq 4.3 becomes:
VPGs, =0 (4.5)
2. Stress-energy tensor
In relativity, the density of matter (or energy) is described by the stress-energy tensor, TH".
Imagine a collection of particles, moving with a four velocity U#(z). Since the metric is Minkowski
like (i.e with the time component with the opposite sign), the four velocity must obey:
9 UMY = -1 4.6)
In the rest frame of a fluid, the four velocity is just (1, 6) and the energy is given by p(Z)c?,
which is the mass density and the pressure, P(Z):
n fact, in his first attempt, he got this term wrong!

67
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TOO _ p(f)CZ
T =0
T = P($)6" (4.7)
Thus, for an isotropic fluid:
T = (P + p)UMUY + Ppt” (4.8)

This equation has been motivated by the physics in the rest frame, however it is a tensor,
hence by definition it is the same in all coordinate systems, i.e all frames. Once can that this
tensor is correct in the rest frame explicitly:

T = (P+p)UU° + pn®
= (P+pc?) =P
= pc? (4.9)
TOl — <P+p02)U0 Ul +P 7701
~—
=0 =0
- 0 (4.10)
ij 2\ 774774 ij
T (P4 pcX)U'U’+P n
=0 (5”
= P&Y (4.11)

The basic property of T#" is that it is conserved, i.e:

0, T" =0 (4.12)
In fact, for an isotropic fluid, this condition gives rise to the Navier-Stokes equation.

Einstein said, T"¥, is the same in general relativity by simply replacing the flat metric, n, with a
general curvature metric g. Conservation of stress-energy then become a covariant derivative from
a regular derivative:

V. T" =0 (4.13)
This equation implies the conservation of energy and momentum. To see how, lets write out
Eq 4.13 at a given point (i.e setting the I'’s to zero) and for the components in which v = 0:

9, T" = 9T + 0;(T™) = 0 (4.14)
If the equation is now integrated over space:
/ 7 (30(T™ + 8,(T™))) = 0 (4.15)
Since the anti-derivative and derivative commute:
do / d3zT + / 70,7 =0 (4.16)
But:
/d?’fTO0 = Total energy, E/ (4.17)

Thus Eq 4.16 becomes:
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OE + / d®2(0;T°) = 0 (4.18)

The second term is an integral over the divergence, so one can use Gauss’s divergence theorem,
that states that the total integral of the divergence of a vector is simply the flux integrated over
the closed surface. Therefore Eq 4.18 becomes:

9B _ _ / T14ds" (4.19)
ot sur face

This is the statement that the rate of change of energy is equal to the flow of momentum over
a given surface. Now turn to the 7 components of Eq 4.13, with v = O:

0T +0,T" =0 (4.20)
Once again integrate over space:
/ 37T + / 2o, T" =0 (4.21)
Once again use the commutativity between the derivative and anti-derivative:
do / dB3FT + / 370, T =0 (4.22)
Term a

Term a is the total momentum:

aa]j; + / PO, T =0 (4.23)
Once again use the divergence theorem for the second term:
op; y
=— [ T"dS 4.24
-/ (424

But T is the pressure and hence integrating over an area will yield a force. So infact Eq 4.24
is simply the statement of Newton’s second law:

9pi
ot

Therefore Eq 4.13 encompasses the conservation of energy and momentum and it comes fun-
damentally from Noether’s theorem under the time and spatial translation invariance.

—_F (4.25)

3. The field equations
By looking at Eq 4.13 and Eq 4.5, it is tempting to formulate the field equations as:

GHP o THP = G = kTHP (4.26)

The trick now is to realise that this equation must reduce to the Newtonian limit for suffi-

ciently small curvatures and thus a direct comparison to the equation in the Newtonian limit can
be used to calculate the coefficient «.

The first thing to do is calculate G*? for the metric, that deviates at a very small scale from
the flat Minkowski metric:

9o = Nap+ hag
g% = 0P —hag (4.27)

Now we can calculate the Riemann tensor:
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1

Ryvox = §(hup7uk - hupwk - huhup + hkku) + O(hQ) (4.28)
Its convenient to express Eq 4.26 in terms of the Ricci tensor and Ricci scalar:
aff 1 af af
R — 59 R=kT (4.29)

If one takes the trace of this equation:

1
gaﬁRa'B - igaﬁgaﬁR = ”gaﬁTaB
1
R— 5(4)R = /{gagTO‘B
—R=«kT (4.30)

So we can substitute Eq 4.30 into Eq 4.29:

ROP = (TP — g°PT) (4.31)
This equation is slightly easier to work with as all the 7" dependence on the R.H.S and the
only thing needed is R.

Next the R% component needs to be extracted from the Riemann tensor (as the eventual aim is
to get the weak field approximation, which has an h%). The clever trick one has to realise now, is
that R% is equivalent to Rgo, since the raising and lowering of the indicies will involve applying
9", g, and since:

g =t = n (4.32)
and the Riemann tensor is already of O(h), then applying g will give terms with nh and O(h?),

but O(h?) terms are ignore and nh will simply give 1, since 7 is flat. So lets proceed and calculate
Roo:

Roo = n"" Ry0p0 (4.33)
Here again the g will have n — h term that will give rise to O(h?) terms which are just ignored
for reasons given above, leaving only the 7. Let’s look at R,0p0:

1
§(hup,00 — hop,0 — Ppo,0p + Poo,pp) (4.34)

But recall that the field is also in a static limit, i.e all the time derivatives are zero. Which
means the expression simplifies to:

RMO p0 —

1
Roo = n“pghOO,up (435)
since we are ignoring time derivatives, u and p are restricted to spatial components:
ij L Lo
ROQ =N JihOO,ij = —iv hoo (436)
Therefore:
loo L 0o
ROO = —§V hoo = H(TOO — 577 T) (437)
For T, assume that U* ~ (1,0) (fluid at rest) and P << pc? (e.g ideal gas P ~ pc?,v << ¢):
pc2 0 0 0
0 0 0 O
2P
T ~ 0 0 0 0 (4.38)
0 0 0 O
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Therefore:

T =n,T" = —pc® = Too = pc? (4.39)
Substitute Eq 4.36 and Eq 4.39 into Eq 4.37:

1 1
—§V2h00 = r(pc + 5(—p02))
= gpc2 (4.40)
Therefore:
— V2hgo = kpc? (4.41)

Now this can be compared to the previously calculated weak field limit in Eq 2.57, which
gives:

81
1

K (4.42)

c
Finally, this gives the Einstein field equations:

81G
Gap = A Tap (4.43)






CHAPTER 5

Solutions to Einstein’s equations

This chapter could also be called cosmology, as solutions to Einstein’s equations give rise to
(almost) the entire field of cosmology. At the time that Einstein worked out this equation, he
did not imagine that the entire Universe would follow it. Of course, in the derivation of this
equation, the only things he used were some clever comparison between curved space and Newto-
nian gravity. But it turns out that all gravitational object follow this equation to extreme precision.

Einstein started to play around with his equation to see what they predicted about the uni-
verse. These equations are highly tangled up and are very difficult to solve without making many
simplifying assumptions. Einstein used his equations to try to produce a universe that was static,
as nobody knew about the expansion of the universe at that time. Many of the first models that
he proposed were incorrect, however there was one thing that was thought to be incorrect at first
(infact Einstein called it his ”Biggest blunder”) and now turns out to be true and that is the
cosmological constant.

To see how this comes in, recall the motivation of writing out the equation:

Gaﬁ X Tozﬁ (51)
It was known that:

V. =0 (5.2)
Therefore one required a tensor that also satisfied this condition, to be able to equate it to
TH” and it turns out that adding a term of the form:

8rG

will still satisfy the fact that the covariant derivative of both sides would be zero. This is easy
to see, as one of the assumptions of general relativity is that the metricity is zero:

Vag®? =0 (5.4)
Using this additional term, Einstein shows that it is possible to make a static universe model,
however we shall see that this model turns out to be unstable.

1. Friedmann-Robertson-Walker(FRW) equation

To simplify the field equations solutions, one imposes some symmetries. These were first
discovered by Friedmann, Robertson and Walker and the symmetries are:
e Isotropy: Uniformity in all directions, i.e if one looks at any direction in space it looks
the same at large scales.
e Homogeneity: Symmetry under positional translation i.e i.e every point in space is the
same.
Together, these symmetries are sometimes called the mazimal symmetry in space'. Together,
these two assumptions are called the ”cosmological principle”.

IThis is infact a humbling assumption to make; the universe we live in has no special points, so there is
nothing special about our position in the universe. This is the Copernican view applied to the whole universe. We
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In d dimensions, the greatest number of possible symmetries of a manifold with a metric is:

d(d+1)
2
The proof for this is quite long and can be found, for example, in [3]. In 3 dimensions, there
are 6 possible symmetries; defined by three different curved surfaces.

= # of possible symmetries (5.5)

EXAMPLE 9. One of the curved surfaces is a 3 sphere, S3. This has a positive curvature and
leads to a closed surface. The three sphere can be embedded in a 4 dimensional Euclidean space,
and is characterised by the following equation:

R T /A (5.6)
This has 6 rotational symmetries.

ExXAMPLE 10. A 3 dimensional Euclidean space, E3, is an example of a flat space and is
characterized by:

2yt =1 (5.7)
This appears to be the actual space that we live in and has 3 rotations and 3 translations as
part of its symmetry.

EXAMPLE 11. The final surface is a 3 dimensional hyperbolic surface, H?, which has a negative
curvature. It can be embedded in a 4 dimensional Minkowski space and thus follows:

t?—a® -y -2 =1 (5.8)
Here one can have three ordinary rotations around (z,vy), (z, 2), (v, 2) axis. Or one can do

have translations between (t,z), (t,y), (t,2) since these take t to spatial components and vice-
verse, these are called boosts. This appears to be the space-time we live in.

The metric for S3 is given by solving Eq 5.6:

r = sinxsinfcos¢

y = sinxsinfsing

z = sinyxcosf

u = Cosy (5.9)

The metric imposed by the embedding space is:

ds® = dx? + sin? x(d¢? + sin® 0dp?) (5.10)
This is the metric of S with maximal symmetry. One can ask what is the 2 dimensional space

at a fixed y, the term in the bracket is obviously a 2 sphere, and sin? y acts as the radius squared
of the two sphere, so it is often defined as:

r =siny (5.11)

This gives the line element:

dr? dr?
= - _TTQ +r2(dg” + sin® 0dg?) = "

where €5 is the metric on S2. Here one has assumed that S had unit radius, if the radius
was rg, then:

ds?

+ r2dQ3 (5.12)

— 2

are simply sitting on a rock around an average star and the universe would look the same to any other observer,
positioned somewhere else in the universe)
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d 2
ds? = 2 4+ r2d03 (5.13)
- 2
7o

for r << rg, the metric looks flat. Similarly for 3 dimensional hyperbolic space, H?:

cosh y

sinh  sin 0 cos 6
sinh x sin 0 sin ¢
= sinh x cosf (5.14)

n L8 o~
I

The metric induced from Minkowski space:

ds®> = —dt* +d%z + dy* + dz*
dx? + sinh? xdQ3 (5.15)
again defining:
r =sinh y (5.16)

This gives the metric with radius rg:

dr?
14+ %

2
o

ds® =

+r2dQ3 (5.17)

These are the spatial metrics for the simplest most symmetrical universes. Now lets look at a
space-time metric:

ds? = g, dxtda” (5.18)

Lets also work in units with ¢ = 1 for simplicity:

ds?® = goodt® + 2go;dtdx’ + gijdxidxj (5.19)
Homogeneity and isotropy leads to gog being constant, as a scalar function of space and time

that is translation invariant and rotational invariant has to be constant with respect to space,
therefore:

goo = goo(t) # goo(Z) (5.20)
This can be absorbed in dt? by simply rescaling the time coordinate accordingly:

t
—goodt? = dt"”? =t/ = / v —9goo(t)dt (5.21)

Therefore the metric becomes:

The primes can now be dropped by simply defining new coordinates:

ds® = —dt® + 2go;dtdz’ + gijdxidxj (5.23)
Now lets look at the go; term, it is a vector and a vector, by definition, has a direction. Since

the space is assumed to be isotropic, there cannot be any preferred direction, therefore go; must
be zero.

The final term is the spatial part of the metric, g;;. It is, in general, a function of (x,¢). Under
maximal symmetry, the spatial components, #, must be in S E3 H®. Thus it follows that g;; is:
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9i5(t, %) = a®(t);5(Z) (5.24)
where v;;(7) is the metric on S®, E3,H3. The result of isotropy and homogeneity is that we
can always choose coordinates, such that the line element:

ds? = —dt® + a*(t)v;jda"da’ (5.25)
This is known as the FRW line element, corresponding to the FRW metric. The quantity a is
the scale factor of the universe.

1.1. Introducing matter. Assume the simplest kind of matter; a perfect fluid:
™ = (p+ P)U*UY + Pg"” (5.26)

Isotropy implies all vectors are zero for reasons explained above, thus the four velocity must
reduce to:

Ur = (U°,0) (5.27)
and from d7? = —g,,, dztdz":
g UMU" = -1 (5.28)
Since ggo = —1, then U° = 1, this is a future pointing time-like vector. This means T, has
the form:
p 0 0 0
LV 0 P(;y211 0
T = 0 0 P2222 0 (5.29)
o o0 o0 B2
and the metric tensor is:
-1 0 0 0
0o AMa® 0 0
G = | ¢ 0 42242 0 (5.30)
0 0 0 v33a?

another useful quantity is the inverse of the metric tensor:

—1 0 0 0
0 g 0 0
171720 yila
g - 0 0 ’Y2%a2 0 (531)
0 0 0

Actually, isotropy and homogeneity force T"” to take the form of a perfect fluid. When
thought about carefully this fact is coming from Einstein’s great insight that geometry and matter
are related, hence the type of matter in the universe will be constrained by the geometry of the
universe.

1.2. Einstein field equations for FRW metric. Let’s work out the Field equations for
the FRW metric. The equations are found by computing the Ricci tensor and scalar:

3a
Ry = ——
a
Ry, = 0
ij = ij (7) + (ad + 2a%)yij

R — 6 (Z N (;)2 + ;> (5.32)
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where k is some constant that represents the curvature in the maximal symmetric solutions.
Thus the 00 component for the Einstein tensor is:

1

Goo = Rgo— igooR
1
= Ropo+ §R

3 ((2)2 + ;) (5.33)

The other ingredient for the 00 field equation is the 00 component of the stress-energy tensor:

T()() = 87‘(']{1,0 (534)
in fact:
1
SS = k = 5
o
3 1
)
EE=k = 0 (5.35)

Thus the 00 field equation is:

(1) + ) s (.30

This is known as the Friedmann equation. As the rq is a scale factor radius, it can be absorbed
into a(t), one can define 7 such that it is 1 for the present value, since it can simply be absorbed
into the scale factor. In this case the values of k are just £1,0 and this is how it is represented in
most literature. Another thing to note about this equation is that it only has first time derivatives
of a, thus it is known as a constraint equation (an equation involving & is called an evolution
equation).

Now lets turn to the spatial equation. The Einstein tensor is:

1
Gij = Ri-— §a2%‘jR
= &>+ 2ai+k (5.37)

and the stress and energy tensor:

_ Prij
=

T (5.38)

Therefore the spatial field equation is:

a* + 2ai + k = 87Gpa® (5.39)

As a final equation, it is useful to use the fact that the stress energy tensor is a constant with
respect to the covariant derivative:

v, T 8, T" + T, T + T TH
— 0 (5.40)

This implies:
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3a

p=—"2(P+)) (5.41)

this is also known as the continuity equation.

These three equations describe the evolution of a universe with maximal symmetry, also known
as the FRW universe. At this level of the discussion the pressure, P(t), is a completely arbitrary
function, p on the other hand must satisfy Eq 5.41. Infact, Eq 5.41 is not independent of the other
two as the Bianchi identity gives the continuity equation. There is one more equation that turns
out to be very useful, that is obtained by adding together Eq 5.39 and 5.36:

a dnG
—-—=—— 3P 5.42
© =T (p+3P) (542
This is known as Raychaudhuri equation[4] and this is an evolution equation as it involves the
second time derivative of a. In general, the nature of Einstein’s field equations is such that the 00

equation is usually a constraint equation and the G;; equations are evolution equations.

1.3. Different types of matter. The evolution of the universe can be described once the
matter inside the universe has been defined. The type of matter is described by an equation of
state which, in general, relates the pressure to the volume.

ExaMpPLE 12. The simplest possibility is that a matter dominated universe, that has an
equation of state:
P=0 (5.43)

This is sometimes referred to as dust and could possibly be a candidate for cold dark matter.
Putting this into the continuity equation gives:

. 3a
p(t) = 7;/) (5.44)
which has a solution:
Cn

C,n is some constant related to the mass of the particles. This makes sense as for a certain
amount of particles in a volume, the density decreases as the volume increases.

EXAMPLE 13. A universe dominated by radiation, i.e photons etc, has and equation of state:

a
p=—4-p (5.46)
a
Putting this into the continuity equation:

Cr

This has an extra % factor compared to the matter particles, as the energy of photons is:

E, = hv

=1 (5.48)

1
S

i.e the wavelength of the photons is simply stretched out by the expansion of the universe.
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EXAMPLE 14. A universe dominated by the cosmological constant has the equation of state:

P=—p (5.49)
Therefore the continuity equation gives:

p=0 (5.50)
So the density of the dark energy is constant:

pa = Ch (5.51)
This is extremely strange, as the energy from this type of matter will just grow with the uni-

verse and yet it is still compatible with the conservation of the stress energy tensor with respect
to the covariant derivative?.

In flat space, the Friedmann equation reduces to:

N\ 2
a 8rGCh
- =— 5.52
(2) =*5 (5:52)
This gives the scale factor evolution:
a o effat (5.53)
where:
81G
H? = ”TCA (5.54)

So we see that the universe expands exponentially. As a side note; it is now understood that
the dark energy receives many contributions, such as energy from vacuum fluctuations in space
from all fields, energy from gluon condensates, the Higgs field with potential V (H), etc.

ExaMPLE 15. Now lets consider a more general solution which contains ordinary matter,
radiation and a cosmological constant in the universe. The Friedmann equation is:

. 81G
CL2 — T(pm + pr + pA)CQ = —k
87G [ C, C
a? - =2 ("’ + pAcﬂ) - (5.55)
3 a a
Compare this to:
mu?
If m =2, F = —k, then Eq 5.55 is just the equation of a particle moving in an effective
potential:
877G (Cp,  Cy
Vosrla) = _WT ( +5+ OAa2> (5.57)

This type of universe has a few properties that are listed below.

e Positive A leads to de-Sitter space-time and negative A leads to anti-de Sitter space-time.
e The energy of a particle is constant. The energy, as stated above, is equal to —k. Hence
for different values of k, one gets different types of universes.

2To me, this phenomena seems to show that the universe is truly mathematical in its nature. The fact that
Einstein’s field equations allow for this arbitrary constant and nature obeys this equation and also has this constant
is an example that nature really does follow the rules of mathematics. At no point in deriving the Einstein equations
was it considered that there should be a parameter, A, that is also satisfied by the field equations.
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e k = 0. In this case, the scale factor starts out at 0 from the big bang and then simply
goes over the potential if A is positive. If A is negative, then there will come a point,
where the V. ;s = 0 line, will intercept the potential of the A line and hence the potential
energy will become greater than the kinetic energy and the universe will collapse in a so
called big crunch.

e k& > 0. The universe is a sphere and will have a negative energy (as F = —k). Thus
the universe will expand upto a point, then it won’t have enough energy to climb up the
potential energy and hence roll back down to a = 0, again the big crunch scenario.

Another possibility is that the universe came in from infinity (i.e a is contracting in
on itself) and will again be unable to climb up the potential barrier and hence bounce
back to infinity, a so called ”"bouncing universe”.

e k < 0. k is negative means the potential energy is positive and the solution is similar to
the & = 0 universe, except the evolution will be faster due to the longer kinetic energy.

<o
/
Verr(a) :

v

./
R4
Einstein static dniverse
T R k=0,

k<0

Y
v

v

k>0

A dominated

1
~ — Matter dominated
a

1
~ — Radiation dominated
a2

FI1GURE 17. Diagram showing the evolution of a FRW universe with matter,
radiation and a cosmological constant

1.4. Einstein static universe. Einstein’s first model of the universe was this static model
as shown by the point on the Figure 17. For a static universe one would let:

a=ada=0 (5.58)
and from the Raychaudhri equation:

p+3P=0 (5.59)
and if the universe is dominated by matter and A, this is:

oA+ pm +3(Pr+ Pn)=0 (5.60)
But Py, = —pj and P,, = 0, therefore:

Pm = 2pA (5.61)
for Einstein’s static universe. From Friedmann’s equation:

k = 4nGp,,a® (5.62)
and recall that k is defined in terms of the radius of curvature and the scale factor, a:
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k=— (5.63)
Therefore:

1
vV drGG L0
for the Einstein static universe. So the universe is finely balanced between matter pulling it
in and A pushing it out. But obviously this type of universe is unstable and was disregarded very
quickly.

R, = (5.64)

1.5. Comparing the models with observations. The first step is to re-write the Fried-
mann equation by dividing by a?:

2

a 81G k

p T3 (Pm + pr +pa) + pr i 0 (5.65)
~—

=H

where H is the Hubble parameter. The different matter densities are re-defined by a matter
density parameter as:

8tGp
72 m=Q,, (5.66)
and the same for p,, pa, pr etc. Thus Eq 5.65 can be re-written as:
1-— (Qm-i-QT—FQA—FQk) =0 (5.67)
Observations indicate:
Q. = 0.28
Q. = 0.0003
Qr =~ 0.72
Q, = 0 (5.68)

Q,, includes cold dark matter, baryogenic matter and massive neutrinos.
1.6. Age of the universe.

ExaMPLE 16. For a flat universe that only contains matter, the Friedmann equation becomes:

N\ 2
a &G C,,
- = —— 5.69
(a) 3 ad ( )
From Eq 5.45:
aa® = c(constant) (5.70)
Which has the solution:
axti (5.71)
Thus the Hubble parameter is:
a 2
H=-=— 5.72
a 3t ( )

So the age of the universe can be found by substituting the current value of the Hubble
parameter into this equation:

2
tage = 3 H ! (5.73)
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This is the age of the matter dominated universe and has a value of ~ 10'° years. However,
stars have been observed that are 12 billion years old! which immediately implies that the universe
cannot contain matter by itself.

EXAMPLE 17. For a universe with matter and A, the Friedmann equation gives:

/atoday da
B+

1t d
- = / a (5.74)
0 /&= 4 Qpa?
where a4,y has been scaled to one. Now define:
a=a (5.75)
Thus Eq 5.74 becomes:
Lo 2 / b de
3H 0 (Qm + Qsz)%
1
21 1/ Qa2 1
— 2 gnh (A} ~ = 5.76
3gF (Qm> i (5.76)
A

for observed values of Q4 and €2,,, this turns out to be about 14 billion years. One can also
include the radiation term:

1! da
T / (5.77)
0 \/ S 4+ Qpa? + &
But note that radiation only dominates at early times and since it is in the denominator,
the integrand will not be affected too much by it and hence in general the radiation term can be
ignored.

2. Schwarzschild solution

Black holes are the most interesting and paradoxical objects in physics. They continue to be
of enormous interest, both theoretically, because they raise a lot of paradoxes, and observationally,
because in the last decade or so, its become clear that black holes are everywhere in the universe,
not just in the center of galaxies.

In many ways, black holes are the simplest solutions to Einstein’s field equations. At first, spher-
ically symmetric solutions are studied. Realistic black holes are not spherically symmetric as
they are rotating and have an angular momentum, meaning they are azially symmetric but not
spherically symmetric. For these calculations, the cosmological constant is neglected, and the field
equations are considered in a vacuum:

Gag =0 (5.78)
Since the space-time is assumed to be spherically symmetric, the solutions to the field equations
i.e the metric, is also spherically symmetric:

¥ =07 (5.79)
where:

oo =1 (5.80)
O is a rotation matrix:
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0 € {03)} (5.81)

A rotation matrix is generated by 3 generators, which represent rotations around the &, v, 7
axis. This means the line element should be built from only rotationally invariant quantities,
which in this case are:

Lorentz invariant quantities = {dt,t,r = Va2, Z-d% = rdr,di* = dr* +r*(6 +sin® 0dp*)} (5.82)

where 7 is:

7 sin @ cos ¢
Z= | rsinfsin¢ (5.83)
rcosf

The most general line element formed from these parameters is:

ds? = g, datda” = —C(r,t)dt* + D(r,t)dr* + 2E(r, t)drdt + F(r, t)r*(df* + sin® 0d¢?) (5.84)

This equation can be simplified by a choice of coordinates. First define:

F(r,t)r? =" (5.85)
This would mean that the area of a surface that is parametrised by 6 and ¢ is just 47’2 and
then we can just re-label r’ to r:
ds* = —C(r,t)dt* + D(r,t)dr® 4+ 2E(r, t)drdt 4 r*dQ3 (5.86)
The next simplification is made to remove the cross terms in the line element i.e E(r,t), as it
is much easier to deal with a diagonal metric. To do this, we re-define the time as:
dt" =n(r,t) (C(r,t)dt — E(r,t)dr) (5.87)

7 is called the integration factor and is designed to ensure that the coordinate transformations
exists with dt’, i.e we expect:

dt' = —dt + —Tdr (5.88)
Thus by comparing Eq 5.87 to 5.88, we get:

ot’
yril n(r,t)C(r,t)
t/
27 = —n(r)E(r1) (5.89)
The trick now is to use the fact that partial derivatives commute:
o* 0%
orot — otor (5-90)
Substitute Eq 5.89 for the partial derivatives:
)0 0) = 2 (nlr. ) E(r. ) (5.91)
ar 77 Y Y - 8t 77 K ) *

These are simply the conditions for ¢’ to exist. Given C(r,t) and E(r,t), this is a differential
equation for 7. In fact it can be viewed as the evolution equation for 7. So for any n(r, o), the
equation determines n(r,t), for t > ¢y (assuming E # 0). All of this has been done to show that
t’ must exist, and now we can put this into the line element:
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CLAIM 14. The metric with ¢/ can be written as:

or'?
_ 0
PRrROOF 14. Substitute Eq 5.91 into 5.92:

ds? =

+ (D + CrE?)dr® + r2d032 (5.92)

1 E?
ds* = —TIZ—On2(C’dt — Edr)* + (D + c) dr?® +r?dQ3

1 E?dr?
= ——(C%dt* - 2ECdtdt + E*dr?) + Ddr? + +72d032

C 2

E2dr? E2dr?
= —cdt? +2Bdtdr — = 4+ par? + 2 42402
= —cdt® + 2Edtdr + Ddr® 4 r*dQ3
= Eq5.86 (5.93)
To further simplify, define:
ds* = —B(r,t)dt* + A(r,t)dr* + r2d3
1
B(r,t) = —1720
A(r,t) = D+ C'E? (5.94)

This is the most general spherically symmetric solution to the Einstein field equations, in
coordinates that make the metric diagonal. Now one can calculate the Einstein field equations:

1
Gag =0= Ra,@ — §gaﬁR =0 (5.95)

Taking the trace of this equation:

1
g“BRag—ig“ﬁgagR = 0
R—2R =
R = 0 (5.96)

Thus the Einstein equations in vacuum imply that:

Ra,@ =R=0 (597)
Computing the Christoffel symbols with 20 = ¢, 2! = r 22 = 0, 2% = ¢:

1B 1B 1A
Fgozig,I‘&:F?O:iE, (1)1:§§
A B’ Al r sin” ¢
Tlo=Tor =5 Too = 5T =gl =T =1
1 1
I3, =1, = ;,Fgg —sinfcosf, T3, =T%; = ;,Fgg =T3, =cotf (5.98)

The ’ represents derivatives w.r.t  and the "represents a derivative w.r.t t. The Ricci tensor is:

R#K = Ri\l,)\.‘i - 7(F2u,n - Fi\u@,k + FZVFQn - FZHF7/>>\) (599)

Computing each of the components:
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R — g_%+§_i@_i+ﬁ+ﬂ
W T 94 442 T Ar  4AB  2A ' 4A% ' 4AB

B" B? AB A A AB @ A?

Fn = —ptimtaasta it ias
A
Ry = s
1 rA B
Rop = 1—— 4.2 2 (5.100)

A 242 2AB
There is another component, R33 but that is related to the Roy component:

R33 = sin? O Ry (5.101)

All other components of the Ricci tensor are 0 by spherical symmetry. Now one has to solve

these 4 coupled equations for A and B and these turn out to be surprisingly simple. First lets
look at the R equation:

0A(r,t)
ot
i.e A is independent of ¢, A(r) = A. This also means that all A terms will be zero. To make
further progress, compute:

=0 (5.102)

Roo | Ris
Foo | B (5.103)

The reason is to get rid of the second derivatives:

Roo Ri1 . Al B’ .
Bta T x2tag "
= (AB)=0 (5.104)
Therefore:
AB = f(t) (5.105)

Now we can impose some boundary conditions. The space-time is required to be asymptoti-
cally Minkowski at large r. This implies that A — 1 and B — 1 as 7 — co. But now it is obvious
that under these BC’s f(¢) must be 1 as it is independent of r. Therefore:

1
== 5.106
; (5.106)
But A = A(r) therefore B = B(r), i.e R must be time-independent. The only equation left to

use now is Raa:

RQQ =1—-B-— ’I“B/ =0 (5107)
This implies:
(rB) =1 (5.108)
Therefore:
rB = r + C(constant) (5.109)
Which can be re-arranged for B:
C
B=1+ . (5.110)

Substitute Eq 5.110 into 5.106:
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1
A=—1
1+ ¢

The fact that all the time dependence disappears is a consequence of ”Birkhoff’s theorem”.

(5.111)

Consider a mass, M, at large r, the gravitational potential must take on the Newtonian form:

and recall from the correspondence with Newtonian gravity that hoo (the deviation from flat
space), is:

2¢
hoo = 2 (5.113)
This implies that:
2
goo = Noo + hoo = —1 — C*f (5.114)
This fixes the constant, C":
B - 1_ 2G]2\/[
rc
A = B! (5.115)
So the line element becomes:
2MG dr?
2 _ 2 20102 | a2 2
ds® = — (1 T3 )dt + W +r (d@ + sin” 6d¢ ) (5116)

This is called the Schwarzschild metric and was discovered in 1915. The Schwarzschild metric
appears to be singular at:

2GM
-T2

r=rg

; (5.117)

and this is known as the Schwarzschild radius. In the 1960’s it was realised that this is actually
just a coordinate singularity. In other words, it is possible to remove this singularity by a change
of coordinates. An easy explanation to the apparent singularity is to consider the mass being
considered to be an extended object, like the sun. The value of rs is approximately 3 km and
this radius is obviously inside the sun. The solution obtained above is only valid in the absence
of matter, i.e outside the surface of the sun. Thus any results from these solutions cannot be
extrapolated to results in the sun. The field equations need to be solved separately inside the sun
and these will give solutions that do not contain this singularity. But if the sun collapses to a
radius of 3 km (assuming no mass loss), then there would be a singularity at r.

2.1. Particle trajectories. Now we will think about falling into a black hole and thinking
about what will be observed. Let’s begin with the action, but if there are symmetries that leave
the equations of motion unchanged, then these symmetries can be used in the action to simplify
it. The action was previously:

S = _m/dT (5.118)

where cdr = —g,, dxtdz”:

S = fmCQ/«/fgWi“i”d)\ (5.119)
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where the " represents a derivative w.r.t A. This action is useful as it is invariant under re-
parametrising . However, the square root can prove to be a problem sometime, hence one uses a
different action.

CramM 15. The action in Eq 5.119, can be written as:

e
S = S(zH(N), e)% / <nge‘” - c26> A (5.120)

where e is called "einbein”, and is the square root of the 1-D metric on the world line:

e— —e (5.121)

therefore ed)\ is invariant under re-parametrization of the world line.

PROOF 15. The Euler-Lagrange equation for e gives:

— Gt

2 _
=0 (5.122)

e
This gives:

1

€= /g (5.123)

substitute back into the action:

S = —mc/ V= Gu THEY dA (5.124)
which retains Eq 5.119.

The improved action gives both the constraint on the 4-velocity and the geodesic equation.
From Eq 5.122:

guUMU" = = (5.125)

where:

Pk
Ut = — (5.126)
e
Thus the Euler-Lagrange (EL) equation for e gives the constraint on the four velocity and

similarly the EL equation for xz* gives the geodesic equation:

92zt ox¥ 0x®
— M — — T
87’ + vA 67’ 87’ 0 (5127)
where:
dr = ed\ (5.128)

For a photon, m = 0, thus the action is 0 and it cannot be used to get any meaningful results.
Instead, for photons, a different action is used:

C [ irzY
=— | —gud) 12
s=5 [T (5129)
where C is identified with the magnitude of the momentum of the photon:
OL Cguwd
= — = 5.130
pH axu e ( )

C gives a representation of what the energy of the photon is. The EL equation for e is:
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P i g, = 0 (5.131)

i.e the photons follow a null trajectory in space-time (as expected).

From Noether’s theorem, it has already been shown that if there is translational symmetry in
guv W.r.t a particular coordinate, its conjugate momentum will be conserved. For example, for
the Schwarzschild metric, the metric is independent of ¢ and ¢, thus the corresponding conjugate
momentum for these objects is conserved.

2.2. Action of the Schwarzschild metric. It is convenient to work in a gauge (coordinate
choice):

e=1 (5.132)
Which means that from:
dr =ed = dr = d\ (5.133)
So the geodesics are being parametrised by the proper time. The action is then:
m GM , . 72 9,9 .9
5_2/dT< (127‘626 ))t +W+T(9 + sin 9¢2) (5.134)
where the , represents a derivative w.r.t 7 now. Now one can calculate the equations of motion:
d (0L oL
— === 5.135
dr ( ozH ) Ozt ( )
For 6, the equations of motion are:
d o5 2 P2
d—(r 0) = r*sinf cos ¢ (5.136)
-
Note that we are studying the metric of a spherically symmetric black-hole (or any other
massive object), thus we can choose to consider § = 7 to simplfy the equations, without any loss

of generality. The particle will be moving on an equatorial orbit, and Eq 5.136 gives:

d
—(rf) =0 (5.137)
dr
Now the EL equation for ¢:
d .
E (T2 Sin2 9¢) = 0
r?¢ = L,(constant) (5.138)

where the m has been dropped as it is simply a scaling factor. The EL equation for ¢:

% (Ct. (1 B 2@4)) _0 (5.139)

. 2GM
ct (1 -~ ) = E(constant) (5.140)

therefore:

This is interpreted as the energy as it comes from the symmetry under time translations. To
proceed, use the constraint:

Guiti’ = —c (5.141)
Which gives:
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rc2 2
This is the equation for a massive particle; if there was a photon, the only difference would
be that the R.H.S would be 0 as the photon has 0 proper time. Eq 5.142 can be re-written as:

—1 2
- (1 - 2GM> B (1 B 2GM> 2y % _ 2 (5.142)
r T

2 4 V() = g2 (5.143)
where:
. L2 2G M
V() = 2 <1+> (1- ) (5.144)

Thus the material particle moves with a kinetic energy in an effective potential, V(r)gﬁf .
This potential shows that the singularity at the Schwarzschild radius is not really a singularity.
As at r = r, the effective potential is just 0 i.e it does not diverge. The solution to Eq 5.143 can
be found by looking for r(¢) as supposed to r(t). In other words, the radius is now parametrised

by ¢:

5
&

\s

FIGURE 18. Parametrising r by ¢

So for a given value of ¢, one obtains a value for r(¢). We have:

L.=1% (5.145)
Therefore:

1212
r’“L%

- (5.146)

2 = 1242 =

where the ’ represents a derivative w.r.t ¢. Now define:

(5.147)

u =

S| =

It turns out that the Newtonian problem of % potentials become a simple harmonic oscillation
(SHO) under this transformation. Therefore one gets:

72— L2u/? (5.148)
Putting these ingredients into Eq 5.143:
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W E? —¢? o 2GMu 2GMu?

H,Z_/ T, H/z_/ N——
T T Ty

In this form, 75 and T3 are independent of C', and are the usual Newtonian terms. T} is just
a constant and Ty is the relativistic correction.

To solve this equation, differentiate w.r.t ¢, to eliminate the constant term 77:

2GMu'  6GMu*u’
Nl = —2u'u + Lz“ " (5.150)
2 c
Canceling u’:
GM  3GMu?
= —u +?+T (5151)
T \,z./ N——
Tg Ty

This equation can be solved by an expansion in ¢*>. When v << ¢?, the T}, term can be
ignored:
GM
"

U = —U+ —5 5.152
+ (5152)
The idea now is to calculate the solution for this linear differential equation and compute the

T, as a perturbation, using perturbation theory. The total solution will then be:

uy
u:uo—l—c—2 + ... (5.153)

where ug is the solution to Eq 5.152 and u; will be the perturbation term. wug is simply the

solution to a Harmonic oscillator, displaced by CZIL/I . The minimum of the harmonic oscillator is

when:

GM
L2

This is the in-homogenous solution. The homogenous solution du, needs to be added to this,
which is:

(5.154)

u =

0U = Ajcos¢ (5.155)
where A; is an arbitrary constant. Combining the two terms, gives the general solution:
GM
U= + Ajcos ¢ (5.156)
which can be re-defined as:
GM
u= L—Z(l—l—ecos@ (5.157)

where e is defined as the ellipcity of the orbit. It parametrizes how much the orbit is deviating
from a circular orbit. Since:

1 To

u 1+ ecos 10}
this is an equation of an ellipse, with r( as the average radius. Now lets calculate the perturbing

correction to the orbit. Substitute Eq 5.153 into 5.151 and equate the coefficients of %2

(5.158)

3GM 1 3GM
uy = —uyp + — (uo + 2u1> =-—up+ —5—u (5.159)
c c c
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Substitute Eq 5.157 into 5.159:

3GM (GM)? )
uf = —uy ERT (1+ ecos o)
M (GM)?
= —u %(GH) (1 + 2ecos ¢ + €% cos? ) (5.160)

where the %4 terms have been neglected. This equation looks like a harmonic oscillator equa-
tion for u, which is driven by a force in the second term. This force is oscillating (with a constant
force aswell but that is not important as it will displace an object slightly, but the displacement

will not grow).

There is a term with e?cos? ¢, which has twice the frequency compared to the oscillation of
u, and the term with ecos ¢, which has the same frequency will cause a resonance affect in the
oscillator and will cause a growth in the displacement. Einstein realised that this relativistic cor-
rection to the Newtonian orbit, actually builds over every orbit, even though the term is considered
a perturbation.

This lead to one of the most dramatic early test of GR. Let’s re-write the solution with just
the resonance term, as that is the one that will cause the major deviation:

u’ = —uy +ecos (5.161)
where:
_ 2(GM)?e
The solution to this equation is:
€ .
up = igbsmqﬁ (5.163)

So it is clear that this oscillation has an amplitude that grows with ¢. Therefore the total
solution is:

M
uzciz(l—kecosgﬁ—i—?)

z

M 2
((2262) ¢sin gb) (5.164)

To interpret this growing perturbation, imagine that the coefficients of sin¢ are very small
and hence one can use the trig identity:

cosA—B=cosAcosB+sindAsinB B<<l=cosB~1l,sinB~B (5.165)
Therefore the solution can be re-written as:
GM 3(GM)?
u R Iz <1+ecos (¢ (1— iz (5.166)

So we see that the offset of this resonance is to actually change the orbit of the object around
the black hole.
As an example, lets work out the precession (change in ¢ of maximum radius per orbit):

GM\* 1  6xGM
Ap=G = = 5.167
¢ ﬂ-< L, > c2 roc? ( )
where r( is the average radius of the orbit and:
GM
T ~ Vescape (5.168)

Therefore:
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Ugsca e
A v 2562PC

2
c
Its largest for smallest ry For mercury, one gets:

A¢ = 42.98" /century

(5.169)

(5.170)

The observations of the 19th century had discovered an anomaly of 43" /century. This is a
remarkable prediction of general relativity and was the first confidence boost for Einstein that he

was on the right track.

A
v

FIGURE 19. Precession of orbits due to relativistic corrections

2.3. Motion of photons. Eq 5.144 simplifies for photons to:

Vir) = L2 (1_ ZGM)

72 rc?

Let’s re-write the potential in terms of the Schwarzschild radius:

Lg Ts 2 1 Ts
v = (=) =L (‘3)

The maximum of the potential is:

OV, (r) _
g 0= rmaz = 2rs
Therefore:
3GM
Tmaz -
o2

and follow the same procedure as was done for the photon, yields the equation:

(5.171)

(5.172)

(5.173)

(5.174)

(5.175)
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3G Mu?
W= +T“ (5.176)
o T

where T7 is the Newtonian result and 75 is the general relativity correction. The term that
is missing here, is the one that shifted the center of the harmonic oscillator. Here the geometry
shows:

b = r sin ¢ = Impact parameter

FiGURE 20. Impact parameter geometry

Therefore:
1 sin
=_=__ 5.177
Ho T b ( )
This is the zeroth order solution. Putting this into Eq 5.176:
3GM 3GM
" _ in2
Uq +uy = W S1n d) = m(l — COS 2) (5178)
‘Which has the solution:
M 1
U = ?;Z:TCQ (1 + 3 cos 2(;5) + Asing (5.179)

T
where A is a constant. T, is not important as it is simply another harmonic oscillator solution
and by choosing appropriate boundary /initial conditions, it can be absorbed into the sin ¢ term
from before. So the overall solution is:

1
u= sin ¢ + uq (5.180)

as r — 00, u — 0 and thus ¢ = 0 without w; term. If the u; terms is not neglected, then it

is slightly different. Firstly, one expects ¢ << 1, i.e weak field approximation, therefore one can
define:

p=e<<1 (5.181)
So Eq 5.180 becomes:
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e 3GM 1
~-+——114+-| = 182
u b+2b2c2(+3) 0 (5.182)
Therefore:
2GM
= —— 5.183
€ Czb ( )

This is the deflection in ¢. In other words, if the photon is followed to +o0, instead of ¢ — 0,
it becomes slightly negative, ¢ — ¢, this is the correction from general relativity. So the total
deflection angle is:

4GM
Ap=—— 5.184
o= (5.184)
if we take the values of the sun, M = M,,,, and b = rg,,, then:
S¢sun = 1.75" (5.185)

i.e photons just grazing the surface of the sun are deflected by this angle. This prediction of
general relativity was measured by Eddington and was also proved to be correct.

2.4. Interior of black-holes. Recall the Schwarzschild metric:

r re\ 1
ds? = — (1 - i) dt? + (1 - i) dr? + r2d03 (5.186)
r r
r = rg, the metric is singular, but this is just a coordinate singularity. For r < r,, the co-
ordinate r is time-like, t is space-like. This means that if all other coordinates are fixed and r is

varied, then the line element is negative, meaning its a time-like direction. If ¢ is varied on the
other hand, then the line element increases and hence is space-like.

Consider radial, light rays, i.e null geodesics. In this case d) = 0, thus the metric simplifies
to:

2 Ts 2 rs\7' o
ds? = — (1 - 7) dt? + (1 - 7) dr (5.187)
For photons ds? = 0:
-1
(1 . Q) dt? = (1 - Q) dr? (5.188)
r r
Therefore:
dr Ts
dt=t——==4dr |1+ (5.189)
%) .
Integrating:
t=+ (r +7sln (r—s - 1)) + constant (r>rs) (5.190)
r
For r < ry:
r
t=+ <r—|—7’sln <1— )) (5.191)
T's
Asr—0:
trt (rtr (—— *i+ (5.192)
~ s - R .
Therefore:

2
t=+ (— 2’; ) + constant (5.193)
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The signs are now flipped! the positive solution gives the in going light ray and the negative
solution gives the outgoing light ray. In other words, it just shows what was previously stated,
that spatial and time dimensions are flipped.

A

v

7! r

FIiGURE 21. Light cones approaching the event horizon; light cones shrink in
width as they approach the event horizon. After the horizon, the space and time
components are flipped and hence the light cone is rotated by 90°

Now lets change the coordinate to ingoing ”Eddington-Finkelstein” coordinates. The idea
behind this is to say that along a null ray, the solutions are given by Eq 5.190 and 5.193, where
the constant does not change. This means if one defines a coordinate in which the entire terms in
these equations is the coordinate, then the null ray will be simply constant or zero:

ingoing null ray = u = constant (5.194)

where:

R
Ts

notice the modulus sign has been included so that the coordinate is defined even when r < 7.
The coordinate transformation is singular if = 5. This is expected, as the original coordinate
system had a singularity aswell, and to remove that singularity one must also include another
singularity to cancel it:

u=t+r+In (5.195)

dr

du=dt + (5.196)
Therefore:
d
dt = du - - (5.197)
Substitute this into the line element in Eq 5.187:
ds? = — (1 - ’;) du? + 2dudr + r2d02 (5.198)
r

Ifr =r,:

ds® = 2dudr + r*dQ3 (5.199)
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which gives the metric tensor:

01 0 0
1 0 O 0
g,ul/ - O 0 7,,2 0 (5200)

0 0 0 7r2%sin®0
In these coordinates the metric is non-singular which confirms that the singularity at r = ry, is
a coordinate singularity. Now one can follow an ingoing light ray in these new-coordinates, which
are just curves of constant u. Inside the black hole (r < ry):

r
1— —
T's

u = constant =t = —r — rgln

/

FIGURE 22. Track of ingoing light ray in u(r) coordinates then converted into
the singular coordinates

+ u(= constant) (5.201)

o~

v

Ts T>\ '

Notice the direction of time here. As time is increasing, r is decreasing. This is because the
null ray being followed had an increasing time at r = co (the null ray was on the future part of
the light cone). Following the null ray beyond the event horizon leads to the null ray decreasing
in r after r;. Therefore one can infer that in the region of space:

0<r<rg (5.202)

the decreasing r must lead to an increasing time. Which in essence tells us that the null ray
has to hit the singularity (i.e since the time keeps moving forward, the r will continue to decrease
until it hits the singularity). Therefore there seems to be an ”end to time” at r = 0.

The trajectory of radial light rays can be obtained from the metric in Eq 5.198, where ds = d{2 = 0:

(1 - 7’7) du?® = 2dudr (5.203)
Which gives:

dr = % (1 — Ti) du (5.204)

or:

du =0 (5.205)
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Define a new time, ¢’, such that u = ¢’ + r; this implies that the ingoing null rays have:

r=u-—t (5.206)
i.e they are lines at 45°. The outgoing null rays in these new coordinates can be re-written as:
2d
du = - L —dt +dr (5.207)
This gives:
i = T (5.208)
r—Ts

v

s r

F1GURE 23. Outgoing lines r > r, increase in steepness as r decreases.

at r = 7, the outgoing lines have an infinite radius, i.e they become straight lines at r = r;.
This affect is known as the tipping of the light cones. When r < rg, the gradient is negative
and the light cone is forced into the singularity. Note that the coordinates have been chosed to
correspond to ingoing rays. Now lets use coordinates corresponding to outgoing rays:

v=t—rgln

o 1‘ (5.209)

T's

Which gives the metric:

ds? = — (1 . %) dv? — 2dvdr + r2d2 (5.210)

This is also regular at » = r5. For outgoing null geodesic:

R
S
However, this implies the direction of increasing r,corresponds to increasing time! This is
direct contradiction to the result obtained from the u(r) coordinates, as there are two regular
coordinate systems, which disagree about what is the direction for the part of the light curve. The
fact that r increases with time in these coordinates inside the horizon means that a particle will
fly out of the black hole!l. This is not thought to be possible, as this would mean the black hole

t=r+r;+In + v(= constant) (5.211)
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would radiate particles from the singularity and an external observed would be able to see the
singularity directly.

v

Ts r>g

FIGURE 24. Track of ingoing light ray in v(r) coordinates then converted into
the singular coordinates

Actually each of these descriptions, describe a different interior. So there are actually two

interiors to a black hole! Both versions of the interior have an opposite direction of time, both
connected to the same exterior horizon.

2.5. Kruskal coordinates. Martin Kruskal was the first person to realise this duality of

interiors of black holes (while he was an undergraduate!) and decided to combine the coordinate
systems for outgoing and ingoing null geodesics:

u=t+r+rsn(.-— 1) = constant outgoing photons

> (5.212)
v=t—r—rgln T’" — 1) = constant incoming photons
The derivatives are:
du = dt+ 0"
-
d
dv = dt—< - (5.213)
The line element for Schwarzschild is:
ds* = — (1 — ryr) dudv + r2dQ3 (5.214)
Combining the equations for u and v:
r uU—v
siIn|——1) = 5.215
r+7rsln (Ts > 5 ( )
From this:
L ol (5.216)
Ts

Therefore:
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1- 2= Do e (5.217)
rooor
Which gives the metric:
ds? = — 275 dudy + r2dQ3 (5.218)
r

This metric looks good as it is not singular anywhere except at » = 0, which really is a
singularity and thus cannot be removed. Now we define a new set of null coordinates:

U = rse_;ﬁs
V = re s (5.219)
So the metric is:
o Ars _ 2 102
ds® = e = dUdV + r=d); (5.220)
r

Finally, set:
U=X+TVv=X-T
X is a new radius. The metric then becomes:
o Ars _., 2 2 2 102
ds® = —=e7"" (=dT? + dX?) + r2dQ3 (5.220)

r
where:

X2_T2=UV =12 7s (5.221)
Substitute for e 2= from Eq 5.217:

X2 T2 =42 <T - 1) e'rs = F(X2 — T?) (5.222)

S

This gives r as a function of X2 — T2, which is how the metric should be interpreted.

0.5

FIGURE 25. This shows f(X2 — T?) has a 1 to 1 mapping to r.

So we see that the function f(X? — T?) corresponds to one value of 7 as long as r is positive.
Even when f(X? — T?) is negative, there is a 1 to 1 correspondece to 7 except at —r2. In other
words, this function only exists on r > 0, for X2 — T? > —r2.

Converting back to the ¢ coordinate:
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X+T

t_u—!—v_ In g =rsln|——
T2 TUM\y) T x T

At X =T, t=rgslnoco = oo, and similarly for —r,; thus the straight lines at 45° correspond
to lines with ¢ = +oc0 in Figure 26

(5.223)

Interior (r > 1y

R1

Increasing t

A
v

White hole
Interior (r <7y

v

FIGURE 26. Dual interior of black holes

So we see that there are two interiors. In R2 and R3 a particle from R3 following a null
geodesic can actually come out of the interior (these objects are called ”white holes”), i.e out of
the black hole, as r increases with ¢. And similarly a particle following a null geodesic in R2 will
not be able to exit the interior as r decreases with t.

Kruskal found four regions to this solution. This is called the maximal geodesic extension of
Schwarzschild and gives a deep insight into what the Schwarzschild solution really is. There are
only two possibilities for particles; either a particle in the Schwarzschild metric will hit the sin-
gularity or it will continue to infinity. So there are no special points in space that contain infinities.

But this is not all, this solution also shows that one can go to infinity in R1 or to infinity in
R3 (i.e flat space-time in two regions). So there are two asymptotic regions of space-time (or two
universes!), that are connected by a so called Einstein-Rosen bridge.

The light from R4 can never reach R1 (which is where we are) as the light will travel along
the line ¢ = co and this will asymptotically approach the singularity, hence will never be able to
reach R1 and the same holds from light going from R1 to R4.

In all physical process that give rise to black holes, i.e stellar death, R3 and R4 do not exist
as far as what has been observed so far. This is because at early time, there is just a star in space
and the Schwarzschild metric is only valued outside the star. As the star collapses, at a certain
time, it falls across its Schwarschild radius, and then all the particles enclosed in this radius must
collapse to this singularity.

In fact this solution gave rise to a whole new field in general relativity of wormholes, which
have the same concept of black holes in different metrics, such as the Kerr metric, connecting two
causally disconnected regions of space-time with a bridge, also called a wormhole. These types of
objects are thought to be unstable however, under certain conditions can be stabilized, [5], but
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have never been observed in nature. However, as they are correct solutions to Einstein’s field
equations, they have to be given some consideration (in fact science fiction movies and books have
also given these solutions a lot of consideration!).

F1GURE 27. Einstein-Rosen bridge connecting two asymptotically flat space-times

3. Kerr black holes

Black holes are formed by collapsing stars and generally, stars will carry some angular mo-
mentum thus the black holes formed from these stars will have some rotation. It took a long time
for the solution to Einstein’s field equations, for a rotating black hole to be found. Kerr was the
first one to find it in 1963 and it was a surprising result that this problem had an analytic solution.
The metric corresponding to a rotating black hole is:

.9 2d 2 . 29
ds® = — <1 - m) a2 "I iag gty 2 4 2agr I (2 1 a?)? — a?Asin? 6) dg?
p

p? p? A
(5.224)
where:
A = P2 —rgo4d®
0 = r?+acos?f
. 2GM
ry = =2
J

where J is the angular momentum. These coordinates are called Bayer-Lindquist coordinates.
The coordinates that Kerr use were actually more clever and they shall be used later, however,
these coordinates allow for easy comparison to the Schwarzschild metric.

CramM 16. In the limit ¢ — 0, and fixed M, the Kerr metric reduces to the Schwarzschild
metric



102 5. SOLUTIONS TO EINSTEIN’S EQUATIONS

PrOOF 16. If ¢ = 0:

A? = 2
pro= 1 (5.226)
Therefore the line element is:
2 .2 9
as? = — (1= D0) a4 T —dr et + T ()
r2 rZ —rer r2

— (1 — E) dt® + I +7r2d6? + r? sin? 6dg?

r rT—T
. 1
S (1 - ’;‘) dt? + <> dr® + r2do2
r 1— ==
— Eq5.116 (5.227)

In instead, one takes the limit that M — 0 at fixed a, one would expect the metric to be
Minkowski, but the metric gives:

(r? + a® cos? )

ds? = —dt? + T2 dr? + (r* + a® cos® 0)d6? + (r? + a®) sin® Od¢? (5.228)
a

r

This does not look like flat space at first sight. To check it, one has to compute the Riemann
tensor and it turns out that it is zero and therefore the space is indeed flat. Therefore there must
be a coordinate system in which the metric looks Minkowski. To motivate the correct coordinate
transformation, lets look at the spherical polar coordinates in Minkowski space:

da® + dy? + dz* = dr® + r2d6? + r* sin? d¢? (5.229)

The spatial part of Eq 5.228 looks similar to the spherical polars in Minkowski space, in fact
the radius seems to be transformed into (72 + 612)%7 so lets try the coordinates:

r = (r*+ a2)% sin 6 cos ¢

y = (r>+a*?sinfsing

z = rcosf

o=t (5.230)

CrAIM 17. The coordinate transformations in Eq 5.230, will lead to a Minkowski metric

PrOOF 17. Start of by computing the derivatives of Eq 5.230:

d
de = Ll sin @ cos ¢ + df(r? + a2)% cosfcos ¢ — (r? + az)% sin 0 sin ¢do
(7 + o)}
d
dy = #1 sin @ sin ¢ + dO(r? + aQ)% cosfsin ¢ + (r? + az)% cos 0 cos ¢do
2 + o)t
dz = drcosf — dfrsinf (5.231)

therefore:

72 + a2 cos

G dr® 4 (r? + a® cos? 0)d6* + (r? + a?) sin? d¢? (5.232)
r?24+a

de® + dy® 4 d2% =

which is the spatial part of Eq 5.228. These coordinates are called ellipsoidal coordinates.
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when r is a constant:

V422 = (r*4d®)sin?0 + 12 cos? 0
= r?4a’sin?6 (5.233)

when r = 0= 2z =0 and:

y =asinf (5.234)

therefore y simply oscillates with #. This metric has appears to have to singularities; one at

A = 0 and one at p = 0. We will see that the singularity at A = 0 is actually a coordinate

singularity and therefore it can be removed by an appropriate coordinate transformation. The
singularity at p = 0 implies:

P> =712 +a*cos’0 =0 (5.235)

The only way this equation can be true is if both r = 0 and cosf =0 =0 = +7, as a is non

zero. So infact the singularity in this case is not actually a point, it is a ring. This can be seen by
the definition of these coordinates:

Ta — ].
r2 + a2 + r2
z=rcosb (5.236)
Therefore for this singularity:
oyt =1 (5.237)

which is a ring (circle) in two dimensions.
3.1. Event horizons.

DEFINITION 16. An event horizon is a surface beyond which it is not possible to communicate
with observers at infinity.

These surfaces have a property, that is their area, which is actually associated with the entropy
of a black hole. It can be shown that any space-time surface lying inside the event horizon has
the same area.

ExAMPLE 18. For the Schwarzschild metric, Eq 5.116, if we choose a surface of constant ¢ at
the event horizon, which in this case is the Schwarzschild radius, r, the metric reduces to:

ds® = r2dQ3 (5.238)

Integrating over the solid angle, simply gives:

Area = 47712 (5.239)

In the Schwarzschild /Kerr metric, the condition for an event horizon is that:

9" 0urdyr =0 (5.240)
where:
Schwarzschild = ¢ =1-— Ts
r
A
Kerr = ¢ = ; (5.241)

For large r, the metric is expected to asymptotically become flat. The quantity 0,7 becomes
null at the event horizon, which means a light ray will simply orbit the surface at the same radius.
For the Kerr metric, ¢"" = 0 when A = 0:
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A=r’—rao+a>=0
r=-S4 /S a2 =1, (5.242)

2
where we have assumed = > a®. When:

GM
the black hole is dais to be in the extremal limit, as the black hole cannot rotate any faster
than this.

When Kerr first derived his solution, the coordinates he used were different and given by:

rsT
dl' = dr+dr A
R = r
0 = 40
" dr
d = ¢p-— / N
dd = do¢— dr (5.244)
A

This gives the metric:

@2:fﬂﬂ+M#+mgﬁemmnmw@?mRﬂm%gﬁ@mﬂf“fwR+amﬁ@@+dn2
P
(5.245)
where:
p=R*+a%cos®© = 1?4+ a’cos® 0 (5.246)

The reason to used these coordinates is that there is no A in this metric, which means there
is no singularity at A = 0. These coordinates are called Kerr-Eddington-Finkelstein, as they are
analogous to the Eddington-Finkelstein coordinates for the Schwarzschild metric. However even
in these coordinates, notice that p = 0 is singular.

3.2. Stationary limit surface. Beyond the surface of the stationary limit, it is not possible

to have a constant r, 6, ¢. This surface is defined by:

gtz = -1 (5.247)
for a massive particle. In the stationary limit, by definition:

F=d=0=0 (5.248)
Therefore the only way Eq 5.247 can be true is if ggg < 0. Thus the limiting case for particles
being stationary is:

goo =0 (5.249)
Therefore:

1
- ?(r2 +a?cos’0 —rr) =0 (5.250)

2
r;s) = %S +4/ %S —a?cos?6 (5.251)

‘Which has the solution:
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Therefore:

i when 6 # 0 (5.252)

when § =0 = rf) = r4. The region:

rp<r<rl? (5.253)

is called the Ergosphere. In this region, the space-time is rotating so fast that a particle cannot
stay stationary in it.

Ergosphere

),

v

Ficure 28. Ergosphere of a rotating black hole

3.3. Penrose process. Because the ergosphere is outside the event horizon, it is still possi-
ble to communicate with a particle in this region of space. Penrose showed that it is possible to
obtain energy from the black hole from the ergosphere.

The idea is to put an object into the ergosphere and then have the object throw a particle into
the black hole and then the particle comes out of the ergosphere with more energy then it had
in the beginning. This is because the conservation of energy is related to the coordinate ¢; it is
the conjugate momentum of ¢. Now, by the definition of the ergosphere, gqg is zero, which means
there is not time component in the metric and hence the Lagrangian. Since F is the canonical
momentum conjugate to ¢, it is given by:

oL
E=— =0 (5.254)

Therefore any variation in time must leave the energy unchanged, i.e energy is conserved.

If the trajectory of a particle is parametrised by a parameter A, then:

ot
Eox — 5.255
By (5.255)
In general ¢ will increase with A, i.e a future pointing particle will have a positive value of %,
thus the energy will be positive. This means that the future moving particles (which are the only
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allowed particles) can only have access to these positive energy states. The negative energy states
are in a causally disconnected region of space-time3

t

E = constant

FIGURE 29. Lines of constant energy outside Ergosphere

On the other hand, inside the ergosphere the space and time coordinates are flipped, which
means that any future moving particle can exist in both positive and negative energy states! This
bizarre behavior is still not fully understood, however this is what leads to a particle being able
to come out of the ergosphere with more energy than it had before. As if an object throws a
particle in the negative r direction, i.e towards the black hole from a positive r position, then it
will have to gain the energy that the particle moving in the negative r direction will be loosing as
the energy is conserved.

= constant

///\\

\\//
>‘ r
A %\
A1 TN
/ N\

Negative energy | Positive energy

v

v

A

F1GURE 30. Lines of constant energy inside Ergosphere

3This shows another strange property of the hypothetical particles, tachyons, that can travel faster than the
speed of light. Not only would they violate the natural speed limit, but they would also not conserve energy!
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CHAPTER 6

Mathematical framework

1. Differentiating of a manifold

Manifolds have been discussed in Chapter 3. The main type of derivative discussed in there was
the covariant derivative, Eq 3.192. However this is not the most general type of derivative. There
are other forms of differentiation that can be defined on a manifold and they will be the discussed
in detail in this section. The starting point to thinking about differentiation on a manifold, is to
recall the familiar 3D vector calculus that Maxwell invented to describe his unification of electricity
and magnetism, as shown in Chapter 1. Firstly, we can define:

. (0 0 0
¥ = (Maya) (6.1)

a differential operator, which actually behaves like a vector (or co-vector, it does’t make any
difference as the ﬁ, is defined in 3D flat Euclidean space, therefore the indicies can be raised or
lowered as required by the Minkowski metric). Derivatives have a direction and a magnitude. So
let’s recap from Chapter 3, about what goes wrong on a manifold. The derivatives %7 gives
components of gradients. So one can think of taking % of an object on a manifold; consider a

vector field on the manifold, V. Now take the derivative:

ov#
-— 6.2
Do (6.2)
So these are the components, of the derivatives, of V#. Then under a change of coordinates:
oVH 0 ox'
= Ve 6.3
oxV oxY < 6y’“> (6.3)

where the bracket term is the definition of how a vector transforms under coordinate trans-
formations. Using the product rule:

oVE  Qyv OVH dat o OPxt Oy (6.4)
dxv Oy’ Oy'r Oy'k Oy'Hoy'+ dxv '
Ty T

T, is the expected term and T3 which is not a tensor, but it is on object that is symmetric
in v/, 1/. This was already shown in Eq 3.36 and shows why the concept of simply taking partial
derivatives of a vector does not work. This might even be visible from the fact that 8%’ is not
a geometric object, it depends on the coordinates one is working with. Therefore one has to go
back to the very beginning and the fundamental theorem of calculus:

5t—0 ot
to rethink about how to define a derivative to get a geometric definition of a derivative. In
the usual real analysis, the derivative at point is defined by a limiting process as shown in the
equation above. The "t + §t” in this expression is saying, move a little bit away from a point ¢.
In terms of a manifold, one would need to move from one point to another in the manifold:

(6.5)

p1 — p2{|p2 = p1 + 0p; dp << 1} p1,p2 € M (6.6)

109
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The problem is, that the manifold is not the same at every point. Each point on the manifold
corresponds to a different target space. Thus it is difficult to define the notion of d¢. One has to
specify how to move across this distance. To do this, one has to define a way to move to neigh-
boring points that is independent of coordinates (i.e geometrically). Note that the disappearing
in partial differentiation is symmetric.

The covariant derivative is one way of getting rid of that extra term as discussed before and
provides a connection, which is a way of linking tangent spaces together. As any two tangent
spaces at different points, are, by definition, subsets at R™, means there should exist a map link-
ing them together, which is given by the connection. Moving to a nearby point, to compare a
geometric object, is also done with the help of a connection, but this leads to concept of Lie
derivative. The Lie derivative is taken by moving along vector fields (in fact once there is a vector
field, the tangent space can also be moved along the vector field).

1.1. Forms & Exterior derivatives. This is a first look at a geometric derivative that does
not depend on a metric or a coordinate. The exterior derivative, d, acting on a function, f, maps
the function onto a co-vector of 1 form:

df v~ T % (M) Vf e {C®(M)} (6.7)
such that:

(df|T)y=Tf VT, eT(M)at p (6.8)

This is saying that df, is a vector (as it is a linear map from T, »(M) — R), acting on a point

in the tangent spaces T, to give a number T f, that’s true for every element in T}, (M), therefore
d f is an independent geometric object and in the coordinate basis:

(o) = 0
x x
Then d looks like the gradient operator in vector calculus. So a vector is defined as a 1 form,
the next obvious question to ask, what a p-form is. A p-form is an anti-symmetric rank p covariant
tensor. It is an element of:

(6.9)

AP (M) =T xq (M)AT %q (M) ® ... (6.10)
where ® is known as the exterior/wedge product. It is defined to an be anti-symmetric
product.

EXAMPLE 19. As an example of an exterior product, lets consider the exterior product between
1 forms:

ANB=A®B—-B®A (6.11)

DEFINITION 17. Generally for a p form and a ¢ form the exterior product is defined as:

_(+q!
(AP NB) oy = Ao Povone .
An exterior product is linear, but not commutative:
A@ A B@ = (_)qu(a) A AP (6.13)

The maximum value for a p form is the dimensionality of the manifold. A rank n form (where
= dim(M)), is proportional to the alternating symbol, € (not the same as the permutation
symbol), specifically defined for this part as:

(6.14)

Qo

+1 odd permutations of ay, ...a,
€ =
“ —1 even permutations of a1, ...a,
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€ can be thought of as a tensor density, as in doing a coordinate transformations, one picks
up the terms of the determinant of the Jacobian matrix:

Ox* OzP
€W v Np = Ty/u 7ayp €uvip

0
det (6;) Eu'v' N p! (615)

If one has a metric defined as:
Oz Oz
Ju'v = ng;w
= det(gur)

= a—xzdet( ) (6.16)
- ay g,LLl/ .

thus one can define:

Epvip = (g)e,u.l/)\p (617)
This quantity transforms as a tensor. Therefore once a metric has been introduced, we can
define a map x*:

x: AP(M) — A"7P(M) (6.18)
x is called the Hodge star operator. So we can go from a p form to an n — p form, by taking
the € tensor and contracting it with the p form:

1
(xA) = =l gy (6.19)

a1,...0n—p p' a1,...Qptp
DEFINITION 18. Now one can defined an exterior derivative that maps p forms to p+ 1 forms:

_ o+,

(dA)ay, 0.y ! (6.20)

a2, Qn 1]

This is the definition of the exterior derivative. In words it states, take the partial derivative
of p form A, and then anti-symmetrise in all possible permutations of the indicies. It also follows:

d_'(A(p) AB@) = dA®) A B@ ()P A®) A dB@ (6.21)
One can also use * to define:

—

§ = xdx (6.22)
Which is a map from AP to A'.

EXAMPLE 20. As an example of how these exterior derivatives are used, consider the electro-
magnetic potential:

-,

Ay = (¢1 — A) (6.23)
electro-magnetism is naturally described as the gauge theory and the gauge potential, A,, is
made from the vector and scalar potential. A, is a 1 form, the exterior derivative of it is:

(dA);w B#A,, - 8VA#
0 E1 E2 E3
|- o -B; B
= |-B B 0 -B (6:24)

—E3s —By B 0
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Which is just the stress-energy tensor of electro-magnetism. Since JQ, as d takes a p form and
p+1 form and the p form is limited by the dimensionality of the manifold, dF = J(JA) =0, gives
half of Maxwell’s equations. The other half come from dF = 0. It also shows the gauge invariance
of these equations:

A— A+dA (6.25)

- -

dA — = dA+d(d\)

= dA (6.26)
ExXAMPLE 21. Now lets consider a two form:
By, = 2 form (6.27)
Then the gauge transformations:
B® — B® 4 dAM (6.28)
H can be defined as the field strength:
H=dB (6.29)
In components:
H#,,A = 8HBV,\ + 8VBM + 8,\BW (630)

This is used in string theory and super-gravity.

This can be generalised to p forms. But the exterior derivative is just one way of taking a
geometric derivative. Another way is a Lie derivative, which will be discussed next.

1.2. Lie derivative. A Lie derivative takes a derivative along a vector field in a manifold.

(il

FIGURE 31. Schematic of vector field of manifold

V*# is a vector field. To take the derivative, one has to look at the values of the field at a
local point, say p, and the compare it to the value of the field at a neighboring point. This is
not a general exterior derivative or the covariant derivative, as one is fixing the direction along
a vector field and then comparing how it changes along two neighboring points in that direction.
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The vector field ‘7, defines a way of pushing forward the tangent space at p to p’. Move a small
amount along a curve:

zft = aly + 5tVF 4+ O(5t?) (6.31)

This states that we start at a point p, that’s xf). Move a small amount §¢ along this curve,

then to leading order, the coordinate transformation is:

zy =zl + tVH (6.32)
Therefore:
oxt
Ul = —Luy (6.33)
dxfy

If the coordinate transformation of U under X}j — X/', and its a contravariant coordinate
transformation. Substitute Eq 6.32 into Eq 6.33:

Ul =0+ 5tVO‘f,,U(’f (6.34)
This can be used to define the derivative, as now we have the framework to transport U from
p to p'.
DEFINITION 19. We define:
B~y
(L,U)* = lim 7[(](%) Uil

5t—0 ot

1
= (T [UH (2 + 6tV>) — (UL + 6tV UY)]

— & [U“ + 5tVAUK — Uf - 6tV U”]
ATTH v
= E [6tVAUY, — 6tV U
= VAUAU? (6.35)

This is the Lie derivative for a co-vector:

(‘Cuvw)/t = w,uava + WJVE (636)

For vectors £,U is also defined as a commutator:

LU =[V,U] (6.37)

where:

VU] f = d(a@p) — (@, ) Vf e C* (M) (6.38)

To illustrate the significance of this Lie bracket consider Figure 32, where U and V' are both
vectors fields, this is showing that, in general, going from one point to another in a curved space
is not independent of the path taken. In other words, taking a path V + U is not some as the path
U + V. The lie bracket is important as it is related to the difference between the two paths.

CramM 18. The difference between the two paths shown in Figure 32, the dotted line, is
proportional to the lie bracket:

U,V] (6.39)
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Proor 18. This will be shown by sticking to the underlying coordinate chart. Look at the
coordinates at point A on the diagram, to get to A:

1
Xh =X +tV) + 5tQVOIjVVO" (6.40)

This basically says, start at point O, then move distance, ¢, along Vj', (i.e the direction of the
vector field, V#, at point O) and to second order one just expands about small quantity, ¢t. This
is just a Taylor expansion. Similarly for point B:

1
X = X4 +sUL+ 552U§L’VUZ
1 1
= X{+tVi+ 5t“’voffyvo” + sUL + 5sQUg (6.41)
t,s K1

0

FIGURE 32. Schematic showing that the Lie derivative is related to the path
difference along a manifold

Now we have to expand the terms U/ in a similar way but since all terms of order higher than
2 are ignored, we get:

1 1
Xpp = X§ +tV§' + VOV + s(Uf + sU) + 55°Uy (6.42)
Now use the transformation property:
oUuH+
Uy = Ere Uy = U(’)fVU(’)’ (6.43)

and the fact that at a point the vector fields have the same value:

Uls =tV (6.44)

Therefore:

1 1
X = X¢ + V' + SOVEV + s(UG + UG, V) + 5ts* UG, Uy (6.45)

Xp can be found in the same way, by swapping U and V fields and s and ¢ parameters:

1 1
X=X} + sUf + §SZU5‘,VU5’ +t(Vy' + sV, UY) + §t2VO‘fV‘/()” (6.46)
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So we see that X% = X up to linear orders in ¢ and s. However there is a cross term which
is not the same:

X — Xl = st [VOP,”VU(S’ — U&VVO”] = st|U, V]* (6.47)
Therefore as claimed, the distance between Xp and Xp is proportional to the Lie bracket.

Thus, the Lie bracket gives an indication of how much the lines, or sometimes called integral
curves(as they are curves obtained by integrating a vector field), fail to close. This means that if
the Lie bracket of two vector fields vanishes, it means that the order in which a path is taken in a
manifold is not important. Also, one can uniquely go along one end and then the other, to define
a closed surface locally, which is uniquely labeled by how far one has gone along one curve and
then the other. Which means U and V can define a coordinate system on that surface. This is
one of the main uses of the Lie bracket. Note that there is a relation between the exterior product
and the Lie derivative:

(duf|d, v) = @ ((@]0)) — 0 ((w]g)) — (] [@, 2]) (6.48)
2. Killing vector
DEFINITION 20. A Kkilling vector is a vector field, ¢, along which the metric is Lie invariant,
i.e the Lie derivative of the vector field is zero:

LG =0 (6.49)

where ¢ is the metric.

EXAMPLE 22. As an example:

0
=%

is a killing vector if ¢ is some periodic coordinate. The statement is that if v is a killing vector,
the metric does not change under %. If ¢ is a coordinate defining a circle, then the fact that the

v (6.50)

metric is invariant under 8@, is a statement of axial symmetry or symmetry of rotation around
some axis. This is the key point; the killing vector gives an insight into the symmetries that are
possessed by a metric.

3. Geometrical connection

The connection has already been discussed in Chapter 3, where it was introduced in relation
with its use in the covariant derivative. Here we take a more geometric view and look at how to
compute connection terms using exterior derivatives. So far we have seen how to take derivatives
on a manifold. It was shown that the derivative must have a directive aswell as a magnitude and
this was motivated by looking at the gradient in the usual, 3D vector calculus and then trying to
simply use the partial derivative on manifold gives a term that the second derivative that did not
transform as a tensor.

The connection provides a way of linking tangent spaces together.
DEFINITION 21. Define:
Ve, =T'6 e, @ W (6.51)
Recall that € is the basis for the tangent space and « is the basis for the w tangent space.
This defines the action of the connection on a basis. This can be equivalently defined as:

f = (7] V4 2) (652

eV
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Note that the first lower index in I'S,, i.e @ in this case, is always referring to a differentiating
index.

The V has the following properties:
e Commutes with contraction.
e Liebnizian.
e Reduces to d when acting on a function.

For a general vector:

VvV =V (Vo) (6.53)
N—_——

components

V expressed in a particular basis, €, on the tangent space. From the property of commutativity
and Leibnizian:

VV = (VV9é,+VVe,
dVeE, + Vors e’ (6.54)

By simply re-labeling the indices:

T\ =VV = (Vi+ VTL)E, © @ (6.55)

T; is the usual definition of the covariant derivative. But T7 = V,V®. This is known as the
abstract index rotation that is almost always used. However in general one has to include the
basis terms at the end. In general relativity, we use a torsion-free metric connection:

Vi=0 (6.56)

Torsion is defined as:

T, V)=V,V-v,0 - {(7, 17} (6.57)
it is a tensor as the difference of curvature of any 2 metrics is a tensor. This is very nearly

the anti-symmetric part of the connection:
gc = Fgc - sz - Ol?c (658)

where:

Che = (W] [€a, €c]) (6.59)

this is a correction term and it allows for the fact that there can be vector fields that don’t
commute. These C’s are called the structure constants of the basis {€,}. If the structure constants
are zero, the connection reduces to the Christoffel symbol, as shown in Eq 2.29.

DEFINITION 22. One can also define the connection 1 form as:

02 = % (6.60)

Taking the connection components and contracting the differentiating index, from Eq 6.52:

ol

Ve, =6

® €p (6.61)
This defines the 0’s.

CramM 19.
dgat, = Gap + Oba (6.62)

Here 6, is anti-symmetric in ortho-normal basis.
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PRrROOF 19. Start with:

- -

d(gap) = d(g(€a; €)) (6.63)
gap are the components of the metric in the basis, €,. Which means we take 2 basis vectors,
€, and €} and contract them using the metric tensor:

—

d(gar) = Vg(€a, ) (6.64)
Because d = V when acting on a function. Since the V commutes with contraction and we
have a metric connection(i.e Leibniz):

d(gar) = G(Véa,€p) + G(€a, Véy)

= 05(e., &) + O53(é, &) (6.65)

So the covariant derivative of each basis is given in terms of the connection 1 forms:

-

d(gar) = gl + gacly
= Opa +0up (6.66)

Now we want to get an expression, of deriving these connection 1 forms. To do so, first lets
re-arrange the wedge product:

0 A @ = Db A @ (6.67)
W is anti-symmetric in b and c:
pa —c 1 a a \,7b —c
0% N = 5( b —To)w” AW (6.68)
But the anti-symmetric part of the connection is the torsion plus the structure constant:
pa —c 1 a a \,b =c
02 N = §(Tbc + Cp )W’ AW (6.69)
So the first part is geometric (with the torsion):
pa —c Ha 1 —a| [z 21\, —c ra 1 a ,—b —c
0 NWe =T — §<w | [€b, €)W’ A T¢ = §Tbcw AW (6.70)
But from Eq 6.48:
(@ (€, €,]) = —(dT*|&yE,) — €,(62) + E.(5) = —(dud”|Epe.) (6.71)
Combining Eq 6.70 and 6.71:
0% N ° =T — di® (6.72)

This is known as Cartan’s first equation.

4. Curvature

We define the curvature of the connection essentially as the commutator of derivatives, this is
directly analogous to gauge theory, in which a commutator of gauge invariant derivatives is used
to get the curvature or in this case the curvature of gauge connections or physical field strengths.

The Riemann curvature is defined as a map from three copies of the tangent space, into a copy
of the tangent space. This is done by taking a commutator of covariant derivatives and then sub-
tracting a Lie bracket part, which takes into account any inherent anti-symmetry that is already
present because u and v don’t commute. In components:

a — a a a € a e e a
bed = Lbde = Ubea + Teel'ay — Tagel'ey — Ceal'ep (6.73)
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It is very nearly the familiar expression in terms of the Christoffel symbols. The only extra
bit is the last term in terms of the structure constants. Which is just saying that we are in a
non-coordinate basis (in some awkward basis), and quite often this is the case and we may want
to use an ortho-normal basis. The components of the Riemann curvature have to take into account
the fact that the basis have this non-trivial behavior.

Cartan’s second equation is a way of expressing the Riemann curvature using exterior deriva-
tives and the connection 1 forms.

DEFINITION 23. First of all, define a curvature 2 form:

s 1
b= 5 Requ x (6.74)
and then the curvature is given as:
Ry = df¢ + 0% A 65 (6.75)

This is Cartan’s second equation.

Physically, curvature tells us about tidal forces. Suppose there is a vector field, T', which is
geodesic:

VT =0 (6.76)

This means there are a set of inertial observes on geodesics:

Sz Sy So

~l

=

FIGURE 33. Geodesic of a vector field T

The geodesics are labeled by parameter S. Suppose we go a small distance forward on the
geodesics, and the geodesic is still labeled by S. In this way, we are setting up a local coordinate
system. Let N be % connecting the geodesics. By construction the Lie bracket of 7" and N
vanishes (as the two curves are closed). Thus the Riemann curvature is:

— T+

Rb, = —(T% oUA

vAp vA,p + Fﬁk]‘—‘z/\ - F"LYLAF;)/U) (677)

And if the curve is parametrised by time one gets the usual geodesic equations, as shown as
Eq 3.149.
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5. Using the Cartan formalism

To see how the Cartan structure equations are used, we will apply the formalism to a spheri-
cally symmetric static situation. The static part means that there is a killing vector:

0
ot

There is also a t — —t symmetry. Spherically symmetric means that there is an SO(3) algebra
of killing vectors, in other words:

Static solution = Killing vector (6.78)

€, &5] = € (6.79)

This says that there are surfaces in the geometry, which are invariant, and have a dimension

< 3. In this case we will be looking for two coordinates 0, ¢ on which the metric won’t change.
The metric being used is:

ds* = A(r)2dt* — B(r)?dr® — C(r)?dQ3 (6.80)

where the usual solid angle is defined as:

dQ3 = d6* + sin® 0dp? (6.81)
This metric is more general than is required because it allows for patterns to be seen in the
solutions. Now we want to apply Cartan’s equations, which means we have to go through the
following steps.
e Identify an ortho-normal basis, so that the connection 1 forms are anti-symmetric. Since
the metric is diagonal, the basis vectors are obvious:

@t = Adt
@ = Ccdf
o = BdF
@ = Csinfdé (6.82)

All we have to do is take the basic coordinate basis for the co-vector space, which is
dt,dr, df, d¢ and then multiply by an appropriate weighting factor, such that the metric
is now simply the:

ds? = ' + " + i’ + 0 (6.83)
the indices are hatted to emphasise the fact that we are referring to an co-tangent

ortho-normal basis.
e Differentiate:

diwt = A'(dF A dt) + Ad*t (6.84)
but recall that d? = 0, therefore:

dt = A'dr A di (6.85)
But this needs to be expressed in terms of the ortho-normal basis:

!

A
B wh A w" (6.86)
Where the minus sign comes from swapping r and ¢. Similarly:

dii' =

diw” = B dr Adr+B d*r == 0 (6.87)
0 0
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di® = C'df x dF + Cd20

(CH —
-z AW (6.88)

di® = C'sindi A dp + Ccosfdf N d¢ + C'sin OCZQ(b
= (C'sinfdr A d¢ + C cos0df A do

O s . cotl 5 s
= —CBwMu?’"—%wa" (6.89)

So now we have to take the derivative of the basis, the reason for doing that is
because Cartan’s first equation states that the connection 1 forms are related to exterior
derivatives of the basis vectors.

e Now one can simply read off the connection: from Cartan’s first equation:

A + 0% AN i® = 0 (6.90)
So for the ¢t component:
dii* = —6; Ni® (6.91)

Compare this to expression for dw' just derived, Eq 6.86;

oz A R
=t _ _ —t =7
dw® = 1B w' AW
_ A A b
= —0; N (6.92)
Therefore:
_p A
7 _ —f
0; = 1B w (6.93)

Note that since are no off diagonal elements, this calculation is really straightforward.
In fact most physically interesting systems are actually similar to this and do not diverge
too much in there complexity. Applying the same method for the remaining components:

di’ = 0 A
_ Sl -
= _C’Bw ANw
~ C/ ~
= 9g:CBw9 (6.94)
di® = 6% AP
C' 5 cotd g
- —CBu7¢Au7T—%1U¢Aw9 (6.95)

In this case the dummy index b will take two values, r and 6:

@ = gl;wé
0 = C‘gewé (6.96)

All others are zero.
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e Now apply Cartan’s second equation, Eq 6.75. We are looking for the curvature 2 forms
and for Einstein metric connection, these are anti-symmetric on a and b and running
over 4 values, one has 6 independent equations. First let’s do the equations for ¢ and 7:

RL = db% + 0% A 02

(6.97)

This is 0 Va as Gﬁi is the only non-zero component of the first part and 9:: on the
second part is zero. Therefore Eq 6.97 simplifies to:

dgt

T

2y

(57)
JS/B)

(z)
(A A'B
<

5 >dr/\dt

A A'B —»r/\u—jf
B B2 ) B A

1 A// A/B/ t
B2<A_ AB )“’ nw

Similarly for the other components:

(6.98)

(6.99)

Note that the ¢ equation actually has two equations coming from the 0% and 0;

terms:
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RS = Ao 102 A6l

= oY+ 07 Aol

i R /
_ d< ¢ m) + C(geCsiHquﬁ/\ gBCdQ

o ro. C’
= d( u7¢)+cosed¢ABd9

/
sin qub) + cos Odop A %d@

AN ] (04 C
= (B) 31n9dr/\d¢+ECOSGdQAd¢+C059§d¢/\d9

But from the anti-symmetry of the wedge product:

/ /
= (%) sin @dr A d¢

1 (O” C'B’

i A g®
B\ CB)“’A“’

Similarly the other components are:
it _ gt a
R, = 63705
= 0iN0;

Now we need 92 and this is found by:

neeby = —0.5 = 0,

7

and

Therefore:
P 0
Substitute Eq 6.105 into Eq 6.102:

A'C

i St 4 20
Ré = ABZCw A W
and for ¢:
: A'C
i N
R¢ ABQCw AW

The final one is:

/

AN 1
) sin @dr A d¢ + %COS@d¢Ad¢+CCOtGSiH9d¢/\

!

!

CB

Rd; = g /sinedr/\dd)Jrgcos@d@/\dgﬁfcosﬂgdt‘)/\dqﬁ
A\ B B B

cdo

(6.100)

(6.101)

(6.102)

(6.103)

(6.104)

(6.105)

(6.106)

(6.107)
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¢ _ b pd A pa
Ry = d% +0; N0
i, o4 o4 R
= d(cosfdg) + CB@T1'¢ A (—CBw'9>
Cl2 . .
= —sin@df Adp— @m AP (6.108)
putting all this together:
~ 1 0/2 . .
RY = Ve (1 - 32> ki (6.109)
e Last part is to find the Riemann tensor from this:
a 1 a ,=c —d

Reading of the components from the previous equations:

N 1 A/I A/B/
t —
Ry = —3 (A - B ) (6.111)
R 1 C// C/B/ .
o — ____ (= _ — p%.
Rige B2 ( C CB > - Rﬁqﬁf’
. AlC! .
t _ — pt
Row = ~aprc = Mo
N 1 012
o = —(1-=
Ry = ca (1 32) (6.112)

These are the components of the Riemann tensor in the ortho-normal basis. So the
Riemann tensor, R, would be given contracting with this ortho-normal basis:

R = R g wtwtw? (6.113)

We usually want Riemann in a coordinate basis, for example:

t t 2
Ry = R.;.B (6.114)

where B2 comes from the two r indicies, where the indices without the hat are
coordinate bases (not ortho-normal basis). For the Einstein equations one can simply
read of the Ricci tensor by keeping one index upstairs and one index downstairs, as then
the weighting factors cancel out:

. 1A AB 2A4C
t = é:* —_—
B = R BQ{A ABJFAC}
1 [o" o'B  AC C?] 1
o _ LY Y |2 R
Ry = 32[0 CB+AC+CQ} o2 =~ Ho
) L [A7 20" B (A 2
R = BQ{A+ - B(A+ cﬂ (6.115)

Now these can be used to be build an Einstein tensor:
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at - 11 20/’720’B’+Ci’2
t T2 B2\ C CB C?
o _ L1 (2ac c®
T T (2 B2\ AC C?
1 A/I C// AIC/ B/ A/ Cf/
o _ L (4 v P [ra ~ —_®
o = BQ(A+C+AC B(A+C)) e (6.116)

This example shows how to use the Carton formalism, as an alternative to the way of com-
puting the Christoffel symbols and then computing the Einstein tensor. Both methods have their
positive and negative aspects, and it is easier to use one or the other depending on the metric. An
important concept in all of theoretical physics, is that of a gauge. In general relativity a gauge
just means a change of coordinates. In this example, there are a few choices of which gauge to
choose:

e Set B = 1: In this case r equals proper radial distance.

e Set A= %. This is useful in specific cases.

e Set C' = R: This is known as the area gauge, because the area of a 2 sphere is 47r2. In
this case R is not the proper distance, it is simply giving the area of the 2 sphere.

The idea of a gauge is that choosing a gauge should not affect the equations of motion and all
three of the above satisfy this condition. As an example let’s choose the area gauge: which gives
the Einstein equations for time:

1 2B'B3 B2

2 + —Y Tz 8rGT (6.117)
This can be written as:
(rB™%) =1 - 8rGTor? (6.118)
2GM
B?=1- 2GM(r) (6.119)
T
This is the static spherically symmetry solution. Where:
M(r) = / Arr? T dr (6.120)

Recall that 79 is like an energy density, which means this equation is the same as the intuitive
notion of the m mass inside the sphere. Now lets look at the rr equation which also does not
contain a second derivative:

1 (1 - 2GM(T)> (2‘4/ + :2) = —87GP, (6.121)

72 r Ar

where P, is the radial pressure. This can be re-arranged as:

(A%) 2GM(r)+ 8xGr?P,
A2 r(r—2GM(r))
At present this cannot be solves one needs an equation of state for P,.. Instead one can look
at the conservation of energy-momentum:

(6.122)

V. T% =0 (6.123)

Now we use the ortho-normal basis and try to compute the connection in the ortho-normal
basis:
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. . A
t _ T
' = Th=45
R C/ R
0 _ _ 7
e = o= Tos
The 7 component of Eq 6.123:
VT = 0;P+T4:P +T7,T%

1
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(6.124)

A2 A2
- lp 2\ p _ 2
B T+<AB+TB) T+<AB'0 ?"B)PT

1 A’
B<T A(T ,O))

(6.125)

Thus the conservation of energy and momentum gives an equation that links P, and p.






CHAPTER 7

Space-time structures

1. Penrose diagrams

We have already seen the Kruskal coordinates in Chapter 5, these will now be used to describe
the causal structure of space-time via the tool of Penrose diagrams. The space-time used will be
the Schwarzschild solution to Einstein equations. The Schwarzschild solution has so far only been
used without a cosmological constant. If we add a cosmological constant, Ag.p, then in Eq 6.118,
the Ty is equal to a constant and therefore this equation can be inegrated easily:

rB™?=1- Ar? (7.1)
which implies:
2GM  Ar?
p2o1-2¢ —TTZAQ (7.2)
_——
T, Ts

If A > 0, the model universe is called the de-Sitter universe. T, and Tz are both negative,
therefore:

r~2GM
3

RV

A

A2 50 as { (7.3)

if M is sufficiently small. We already knew that when g+ — 0, one has a coordinate singular-
ity, in the Scwarschild space-time. By a change of coordinate system, into the Kruskal coordinates,
we have shown that there is a boundary in space-time between events that an asymptotic observer
can see and those that they can’t see. Therefore, if g, = 0, it is associated with a horizon.

\/% , is called a cosmological

In this case r ~ 2G M, will be an event horizon of a black hole and r =
horizon, because in de-Sitter space, the space is expanding so rapidly that any individual observer
see’s that there is a boundary between events in the universe that they can monitor and those
they cannot. The event horizon are clearly visible in this coordinate systems, but de-Sitter space
actually has several coordinates systems that are commonly used to describe the space-time. If

M=0,A=3:

ds? = (1 —r2)dt® — (1 — r?) " dr? — r2d032 (7.4)

This is known as the static patch as the metric is time-dependent. Now one change coordinates:

ds? = dr? — cosh? 7d2 (7.5)

In these coordinates the metric looks like a Lorentzian sphere (hyperboloid, shown by the
cosh term). This called the global patch, as they cover the whole of the de-Sitter space. In the
static patch, as » — 1, there is a coordinate singularity. We have seen that this is removed in the
Kruskal coordinates. Therefore the static patch does not cover the whole of de-Sitter space.

Another possible coordinate system used is:

127
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ds* = dT? — &* di* (7.6)
<~
R3
The metric represents a flat universe, with exponential inflation. This is typically used in
cosmology. If A < 0, the space is called anti de-Sitter (adS) space. The metric is now:

2 2 1,2 dr? 2 102
where:
2GM A
A=1-2%¢ + k2r? k= -3 (7.8)
T

the k has been put in to emphasise that the last term is now positive. This has only one
horizon, which is at ~ 2G M. Black holes in adS are used very frequently in applications of string
theory because of the famous adS-CFT correspondence (which I don’t know anything about yet).
Note that the 1 in Eq 7.8, comes from the fact that we were dealing with a 2 sphere. If one changes
the dQ3 to some general 2D space:

dQ2 — da? (7.9)

where:

1 — S?  Spherical, closed
k=4¢0 — R? flat (7.10)
—1 — H? Hyperboloid
Then the 1 in the previous equation, becomes a k, therefore Kk = 1 for A < 0 or de-Sitter
otherwise, the g;; would be negative and that’s not consistent with the metric signature. However
in adS, x can take on all three values 1,—1,0 as the k?r? term is positive (hence can compensate
for the other two negative terms). Therefore in adS one has spherical spherical planar (flat) and

hyperbolic black holes. Therefore black holes only have to be spherical in vacuum equations with
positive A.

1.1. Causal structure of space-time. The Schwarzschild metric is:

-1
ds? = (1 - 2GM> dt® — (1 — 2GM) dr® — r2dQ3 (7.11)
T T

Here we follow the Kruskal coordinates using slightly different notation than previously done.
To remove the coordinate singularities, Kruskal coordinates are used:

dr dr
mo= | TTeem < 9= T samr
= r+In(r—2GM) (7.12)

The idea here is that including a factor of r*, we get a single factor in front of the ¢ and r
components. This means that propagation of mass-less particles occurs along lines of dt = +dr.
So the first step is to move to coordinates in which the characteristic curves are just straight lines.
The coordinate system is still singular, but it hints at how to go beyond the singularity. Define:

t—r*

U = —2GMe ‘wir
V = 2GMeicn
1
dudv = UV(dt2—dr*2)—W (7.13)

This also gives:
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UV = —(2GM)2e7em (7.14)
The dependence of the time coordinates in Eq 7.14 factors out:
o . (r—2GM)
GM — e3GM ~ 7 7.15
e2GM e2GM YeIVi ( )

therefore Eq 7.14 as r — 2GM. The metric in these new coordinates is:

4 T
ds® = s vave = — r2(U, V)d2 (7.16)

Notice that r is now written as a factor of U, V. Now as r — 2GM:

ds* = C(constant)dUdV — D(constant)d§23 (7.17)

Therefore the metric is perfectly regular. Since r = 2GM is an horizon, lets try to identify
where it is in these coordinates. When r is a constant, then UV has to be constant. Similarly
when ¢ is a constant % is a constant. At r = 2GM, the r* becomes negatively infinite, UV — 0.
Now to see what happens at r = 0 in these coordinates:

r=0= UV = (2GM)? (7.18)

Region of
Schwarzschild
solution (i.e outside
the black hole)

FI1GURE 34. Black hole horizon shown by red line
This is what the maximally extended space-time looks like, r = 0 is a real singularity (i.e it
cannot be removed by a coordinate transformation). The U and V coordinates run between —oo

and +oo.

The penrose diagram shrinks this into a single smaller picture, which is component (i.e can be fully
drawn, of course nobody can draw an axis from —oo and 4+00). To do this, define new coordinates:

= arctan L
p= 2GM

g = arctan (26?]\/[) (7.19)

This will bring the limits down from —oo to +00 to [-7, 5]. The coordinates take on values
are:
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V. = 0=p=0
V = 2GM=p= % (7.20)
Note that combining the two definitions we get an identity:
tanp + tan U+V
tan (p + ) = —nl 4 _ (7.21)

1 —tanptang (2GM)2 —-UV
when UV — 2GM?, which is the singularity; therefore:

tan (p + q) — o0 (7.22)
iep+q=73.

Singularity (p +q= g)

Singularity (p +q= %)

FI1GURE 35. Penrose diagram for Schwarzschild solution

This sketch represents the causal structure of the Schwarzschild solution. These coordinates
identify the horizon as a null surface, which we already know it is because it is a boundary between
what can be seen and what cannot. Imagine a photon that always moves at r = 2GM always
trying to move out but being pulled back in by gravity at the same rate. Due to time-symmetry,
one also gets a surface under time reflection. In the maximally extended Schwarzschild space-time,
one gets both of these surfaces corresponding to a black hole and a white hole.

1.2. Penrose diagram of Minkowski space-time. The Minkowski metric in spherical
coordinates is the usual:

ds* = dt* — dr* — r?dQ3 (7.23)
In flat space there are no singularities in the metric and one can simply define:

u = t—r
v = t+r (7.24)

If r is positive (which it is as r is a radial coordinate), then:

U-V>0 (7.25)
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The space-time is diagram is shown below:

This part does not exist in the
Minkowski solution

FIGURE 36. Space-time diagram for the Minkowski metric, showing that the left
side of the black line does not exist.

Now using the the same definition for p, ¢ in Eq 7.19, we get the causal structure:

/l:+

gt

FIGURE 37. Causal structure of Minkowski metric

r = 0 is not a horizon or singularity, as a light ray going through r = 0. will simply come
out the other side with same positive value for r, so in the diagram, it will appear to simply
bounce of the » = 0 point. Points i~,43%,i® and lines .#*, #~ are boundaries. Any observer has
to eventually end up at i* and it is called a future time like infinity. Any observer must have
come from i, and this is called past time like infinity. The only way to get to i® is to go along
a line that is more that 45°, to the vertical, i.e a space-like line therefore ¥ is called a space-like
infinity.

e /7T is called a ”scri plus” and the only way to get there is to take a null like trajectory
in the future. So its called a future null infinity.
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e 7~ is called a ”scri minus” and is the past null infinity.

Notice that the R.H.S of both Figure 37 and 35 is the same, therefore the causal structure of
both space-times is the same (even though the metric is not), however the Schwarzschild metric
does asymptotically approach the Minkowski space-time). The L.H.S we see a different picture.

The r = 0 has been stretched out and instead of » = 0, there is an additional null surface, which
is an event horizon.

EXAMPLE 23. In Schwarzschild de-Sitter space the Penrose diagram looks like:

r = 0 singularity r = o coordunate time singularity

r = 0 singularity r = o0 coordunate time singularity

FIGURE 38. Penrose diagram for Schwarzschild de-Sitter space

ExaMPLE 24. In Schwarzschild adS space the Penrose diagram looks like:

singularity

Boundary of adS
Spe jo Arepunog

singularity

F1GURE 39. Penrose diagram for Schwarzschild adS space

2. Euclidean ”black holes”?

It is a mathematically interesting question to ask what happens when we take the Schwarschild
metric and make it Euclidean:
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-1
ds? = (1 _ 2GM> dt® + (1 - 2GM> dr® + r2dQ3 (7.26)
T T

The metric also has R = 0 (Ricci scalar). What happens as r — 2GM; in the Minkowski like
metric, r — 2G'M is not a singularity, it is an event horizon. So one is lead to ask, weather there
is a way to make this metric non-singular aswell at » = 2GM. Ignoring the solid angle term (as
it simply adds a numerical factor); we want to see what happens to the term:

r—2GM r
ds3 = dt? dr? 2
52 ( r * r—2GM " (7.27)
Define:
p° = Ar—2GM) (7.28)
Then:
2pdp = Adr (7.29)
and the new metric is:
2 2 2
+2GMM\ 4p
d 2 _ 14 dt2 14 2 a 2 )
S5 21 9GMA + e ) p (7.30)
Asr —2GM, p— 0 (i.e 2GM X\ >> p) :
2
9 P 5 8GM .,
~ d 31
ds 2m)\dt + dp (7.31)
Choose A = 8GM, then define new coordinates:
o= 1 (7.32)
T 4GM '
therefore:
ds2 = p*do* + dp? (7.33)

iep—0cR?

This is near the origin of the plane in plane polar coordinates, if # has periodicity 2. Therefore
the Euclidean metric can be made regular at » = 2G M, provided the 6 coordinate is periodic in
2. However, from the definition of § in Eq 7.32, this implies that:

period of t = 8nGM (7.34)
In thermal field theory periodic Euclidean time corresponds to a finite temperature:
1 A
Tr = 7.35
B 8rGmkp ( )

where the constants have been put in to get the correct units. [ represents the periodicity
of Euclidean time. So it seems like the black hole has some finite temperature. Also note that
larger mass would decrease the temperature and hence eventually the black hole would decrease
its temperature by evaporating. This is of course what Hawking has already shown; that Black
holes will radiate via Hawking radiation.






CHAPTER 8

Gravitational field theory

The most successful theory in physics is the Standard model of particle physics which is a
Quantum field theory. One of the major problems in physics (if not the major problem) is that of
finding a quantum filed theory for gravity. However to do that, the first step is to describe general
relativity as a classical field theory.

The natural place to start is to look for an action that describes gravity. This action is known as
the Einstein-Hilbert action (sometimes just known as the Einstein action). The idea is to find the
corresponding Lagrangian, which, when varied w.r.t to the fields will provide the Einstein field
equations of motion. This means one needs to use the scalar gravitational field.

Since the action is an integral over the Lagrangian and the Lagrangian has fields in it which
are defined over a manifold, one needs to understand the concept of integrating over a manifold
aswell.

1. Integrating over a manifold

In field theory, one usually has a Lagrangian density, £. In flat space, this is integrated over
to give the full Lagrangian, L:

/d?’:vﬁ =L (8.1)

One cannot simply take this expression and lift it to an arbitrary manifold. This is because
changing coordinates in a manifold gives a factor of a Jacobian matrix:

%
4 4
dY — det (ax>dx (8.2)

This is not a tensor, its more like a tensor density (as seen for the e symbol), therefore
multiplying it by /g, gives a quantity that transforms as a tensor. Thinking about this in the
context of the Lagrangian density, we are integrating over a volume element and the volume should
have some information about the underlying the metric, because a metric is what gives information
about distance on a manifold. In fact talking about a volume is meaningless without a metric to
define distances on a manifold. Thus it is natural to take:

Vgld* (8.3)

under a coordinate transformation, /g, get a factor of g—z, then under a coordinate transfor-
mation one gets:

Vigld*z = /lg(y)ld*y (8.4)

Thus we have to write down a co-variant volume element, which means we need to how the
right information about the metric, which is why a /g is inserted. Now we need to vary the action
w.r.t the physical observables. The metric represents the distances, so the obvious choice is to
vary the action w.r.t to the metric, so we need to know how the determinant of the metric varies.
To do this, we need to use the identity:

det(M) = exp(tr(log(M))) (8.5)
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where M is an arbitrary matrix. Varying this:

§(det(M)) = 6(tr(log(m)))det(M) = tr(M~*5M)det(M)
Using this identity for g:
1 1
——
2v-y
1 1 b
= (—a)a®s
9 \/—79( g)g Jab

1

= 5V=99""0ga

1 a
= —5\/j99ab59 ’

N (~9)

Another result from this identity is:
1 cd
Oav/'=9 = 5V=99"geda
= Vv _grgd

2. Einstein action

Consider a mass less scalar field:
1 2
£, = 5(00)
Therefore the action is:
1
So = [ dev=a;(00y
1
5 / d*z/—g 0a00pg™”
—_———

(9¢)2

In general, the action is varied by:

0S
5 ab
5gab g

0S4 = /d4x\/fg [?Zéngr
Computing the terms:
1
68, = 5(s/clﬂf,/—g(a¢>)2
= 50 [ dev=aoe0i0g”
1 4 ab
= 5 /4 26(V/=90a00p0g"")

= 5 [ d0VD0.0009" + (VDN@u00)" + (V=)00000(50")

1 1
= /d4x\/—g [8a¢6b5¢gab + §3a¢3b¢5gab - Zgab(aﬁﬁ)zdgab

(8.6)

(8.8)

(8.10)

(8.11)

(8.12)

To get Eq 8.12 into the form of Eq 8.11, we have to integrate by parts. The first term is:
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oS
5 = = [wartou
_ —abv%—%fg(ab\/?g)v% (8.13)

But dpy/—g = /—g I'{,, therefore:

68
5o = —0, VP — T,V
= —0¢ (8.14)
where:
0=0,V’ + T,V (8.15)

This is the wave equation in curved space-time. The only difference is that the wave operator
is the curved space wave operator i.e it has a curvature term, I', in it. This is the scalar equation
of motion and it is as expected. The variation of the scalar field action w.r.t the metric:

5S, 1 1
5952 = 500056 — 5(06)*gas) (8.16)

This is like the energy momentum tensor of free space:

0S4 1

@ == §T¢ab (817)
If one can construct a gravitational action such that when it is varied w.r.t the gravitational

field, i.e the metric, g, then we get the Einstein tensor. If one varies the matter Lagrangian, w.r.t,

g, we expect to get the energy momentum tensor.

Now we want to construct a gravitational Lagrangian. The obvious thing to use in the Lagrangian
that requires a scalar is the Ricci scalar. A Lagrangian will, in general have a kinetic energy
term and a potential energy term. The kinetic energy term will involve first order derivatives of
the quantity being varied. However we have already shown that to first order all derivatives of
curvature can be set to zero, thus it is good that R already has first order derivatives of g, thus
differentiating again means only second order derivatives of the metric are present, which cannot
be set to zero by coordinate transformation.

The first ingredient required is the variation of the Ricci scalar:

SR = §(Rapg®®) (8.18)

This is just the trace of the Ricci tensor:

OR = 6Rupg™ + Rapdg® (8.19)
—— =
T T,

T3 is the first part of the Einstein tensor. In the integral, one also has a /=g (which came
from demanding that the coordinate transformations did not change the integral) which gives
—%Rgab. Therefore the T5 with the integral gives the Einstein tensor. Any contribution from T}
will change the structure of the Einstein equations.

LEMMA 1. Variation of R, given by Palatini’s Lemma;

§Rap = Vo 6TS, — V0T, (8.20)
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So the variation in R, is given by the covariant derivative of the discrepancy in the connection,
which comes when one goes from g, — gap + 0gap. The difference of two connections is a tensor,
therefore Eq 8.20 is actually a tensor.

There is an easy way to motivate this lemma using normal coordinates. Normal coordinates
are ones which have no curvature locally, i.e I' = 0. In other words, coordinates transformations
are made in the neighborhood of a point b such that the connection vanishes at point b:

x — x' € neighborhood of b{|T'f. =0V a,b,c at b (8.21)

This is because under a coordinate transformation a connection can be chosen such that all
second and first derivatives of g can be set to zero at b, meaning in the neighborhood of b, I' is
nearly zero and thus dI" is non-zero:

1
6F2b,c = §ng [5gda,bc + (Sgdb.ac - 5gab,dc]

1 1 1
= 75 (vcvbégce) Gea — i(vcvaagce)gbc + §gac9bd|:|596d (822)

In normal coordinates, all I'’s are zero locally and the Ricci tensor is given by:

Rab = wab = FZb;c - Fgc;b (823)
Thus the variation of the Ricci tensor is:
5Rab == 51—‘2@6 - 51—‘26;1} (8.24)
Hence:
gabéRab = gab(argb,c - 5F20,b>
= gabél—‘gb,c - gabél—‘;c,b
ab 1 ce 1 ce 1 cd
=g —i(Vchﬁg )Gea — §(cha59 )Gbe + 59acgballdg
ab 1 be 1 be 1 bd
- g 7§(vacég )gea - §(Veva5g )gce + Egaegcdljdg
= _vavbégab + gabD(Sgab (825)

This looks like a total derivative. Now one can look at the variation of the action:

1
05, = C / d*z/—g [Rabég“b - 2R9ab59ab:| — VaVudg® + gapOg®

- C’/d4x\/—gGabég“b+C/ d3m\/g§/ [—Vbég“b—kvagm&gc‘l] o  (8.26)
aM

T

where C' is an arbitrary constant, n, is the normal vector to the surface and g3 is a metric of a
3D sub-manifold on the 4D manifold. Term T} is the boundary term that comes from integrating
by parts and has been written as a 3D surface integral as supposed to a 4D volume integral by an
extension of Gauss’s divergence theorem to 4D. By equating the expression of the Einstein action
obtained for the stress energy tensor in Eq 8.17 to the first term in Eq 8.26:

1
C=— 8.27
167G ( )
where G has been inserted to get the correct units from the Einstein field equations. This

gives the Einstein action:
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1 4
BTE /d zv/—gR (8.28)

For now the boundary term is ignored. Using this action, we know how to incorporate general
relativity into a field theory.

Sg =

3. Beyond the Einstein action

3.1. Scalar-tensor theories. Consider an extension Lagrangian (density):

Eewtension = ¢)R where ¢ =

16nC (8.29)

Here Newton’s constant is not taken to be constant, instead it form a time varying scalar
field. This is known as Brans-Dickie gravity. It was first introduced to satisfy Mach’s principle in
general relativity, which is how to know weather one is rotating in an empty universe.

Having a scalar in front of the action has a more general range of applicability in terms of scalar-
tensor theories of gravity. The equation of motion is:

9" 0 Rap = =V V89" + ¢gar15g™ (8.30)
Now when we integrate by parts, we get new contributions to the equations of motion as one
is picking up derivatives of ¢:

9"’ 6 Rap = —69*°V Vo + 69°°Opgas (8.31)
Einstein tensor becomes:

¢Gab - Vavb¢ + gabEkb (832)
In Brans-Dickie theory, the full Lagrangian is:

£ = _¢R + W(8¢)2 + 167T£matter (833)

w is a dimensionless coupling constant, known as the Dickie constant. This is the full La-
grangian with a kinetic term plus the usual matter Lagrangian. The equations of motion are:

dGap = 8Ty + Vo Vid — gapo + % <3a¢8b¢ - ;gab(a@Z) (8.34)

This is obtained by varying the action w.r.t metric and is an analog of Einstein’s field equations.
To elaborate further I will quote what Brans and Dickie wrote in there paper in 1961[6]:

" The left side of Eq. (11) [which refers to Eq 8.34] is completely familiar
and needs no comment. Note that the first term on the right is the usual source
term of general relativity, but with the variable gravitational coupling parameter
¢~ . Note also that the second term is the energy-momentum tensor of the
scalar field, also coupled with the gravitational coupling ¢—'. The third term is
foreign and results from the presence of second derivatives of the metric tensor
in R in Eq. (6)[which refers to the variation on the action of Brans-
Dickie theory]. These second derivatives are eliminated by integration by parts
to give a divergence and the extra terms.”

If we vary w.r.t ¢:

D¢ _ (O¢)°

R+2w— =w 8.35

5 pe (8.35)
combining both of these equations of motion gives:
g 8T

He _ 8r (8.36)

10} 3+ 2w
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where T' = T® + a is the trace of the stress-energy tensor. Scalar fields are used many times
in the action of general relativity. Note that matter couples minimally to g:

(09)? = g*0a By (8.37)

But the gravitational action is not Einstein-Hilbert thus the gravitational equations are more

complex. To simplify these one often changes coordinates to make the gravitational equations

like Einstein, but the matter is non-minimally couple i.e one rescales the metric to cancel out the
scalar function ¢. This is done via a conformal transformation of coordinates:

Gab = °(2)gap (8.38)
where Q(x) is a local rescale of the metric. This doesn’t change angles, but changes the
lengths. After this transformation, the new connection terms are:

08 =T + QY (Q,087 + Q0% — 6% Quge) (8.39)

and:

Reg = Rig+(2—D)Q7 'V Vi — gpaQ 100 + 2(D — 2)Q72V,QV4Q — (D — 3)g0aQ2(VQ)?
(8.40)

where D is the dimension of the manifold. This is called the Finstein frame. So we have
seen here how one of the scalar-tensor theories of gravity works. This is a very interesting area of
research as it seems that in the Einstein gravity one has to include new terms such as dark energy,
dark matter to obtain correct results from the Einstein field equations. However, it is possible
that Einstein gravity does not actually work on the largest of scales and the simplest extension to
Einstein’s theory are these scalar-tensor theories.

4. Non-perturbative field theory

Typically, when one studies a filed theory, one looks at perturbative field theory. Generally
the aim is to quantise the field theory, by looking at excitations around the vacuum. One can
approach Einstein’s gravity in the same way, i.e take a vacuum solution to the field and look at
small perturbations around the field in the vacuum state.

However this approach cannot be applied to things like black holes, as even though the mass
of a black hole is totally arbitrary, it has an event horizon, that makes it different to a small per-
turbation. Hawking’s initial calculation for the evaporation of a black hole was done by putting
field theory on the classical background of a black hole[7].

4.1. Domain wall. First we will consider what the non-perturbed solution is in the context
of field theory and then add gravity. Consider a scalar field:
1 A
L=35(00) = 5(¢* =) (8.41)
| —
V(¢)

Here the potential has two distinct vacuum states (minimum’s). This is an example of spon-
taneous symmetry breaking in field theory, in the sense that this potential has a symmetry around
the vertical axis. But if the theory needs to be quantised one has to pick a vacuum, +7, and then
look at the excitations around that vacuum. The equation of motion for ¢ is:

O¢ + 2X¢(¢* —n*) =0 (8.42)

And suppose we want to look at a solution where one side of the universe has the vacuum at

—n and the other side of the universe has a positive 7. In this potential, we have not included
gravity, therefore one can say:
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¢ —+n asz— too (8.43)
as we expect to get the usual wave equation (¢ = 0 (z is just a Cartesian coordinate).

V()

A
v

FIGURE 40. Potential of scalar field, showing two vacuum states

The equation of motion is simply:

—¢" +2Xp(¢* — 1) =0 (8.44)
Integrating once by multiply by ¢':
Lo Ao o
- §¢ + §(¢ —n°) = C(constant) (8.45)
Which has a solution:
¢ =ntanh (Vnz) C=0 (8.46)

This solution interpolates between these two vacuum states. By a perturbative solution, one
usually means something which is intuitively close to the vacuum solution, so we might imagine
that we can get to the perturbative solution from the vacuum through a set of field configurations,
which may or may not solve the equations of motion themselves, but there is a continuous route
and each of these field configurations has a finite energy. It is possible to go from this solution to
the true vacuum, by moving the regions of ¢ with opposite sign of 7, to regions with the same sign
of n. However, since the regions of space have a finite energy, this means moving an infinite region
of space from one configuration to another would cost an infinite amount of energy. Therefore
there is a barrier between either of the two vacuum solutions as seen in Figure 41. tanh is well
approximated by +1, unless its argument is O(1). Which means we can associate a width with

this ”kink” of order f%n’ which is representative of the mass of the scalar excitations f%n ~ mgl.
Now if we look at the energy momentum tensor:
T;uz = ¢,u¢,u - guu£¢
¢/2
= )\n4sech4(\f)\nz)55(5§ — Guv (—2 — V) (8.47)

The 6 symbols in the first term shows that it is only non-zero if we are looking at a z index.
This can be simplified to:
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Ty = Mptsech (Vanz) [5Z5§ + g (8.48)
If we look at = v = 2, then T} = 0 as (/67 + g..) = 0. But when uv # 2, the s give zero
and we get:

T =T* = T = Mptsecht(Vanz) (8.49)

“Kink”

-

Barrier |

FIGURE 41. Barrier between two vacuum solutions

This is sort off a cosmological constant on the sub-manifold of x,y,t¢ dimensions of the 4D
Minkowski metric. The curve, n4sech4(\f)\nz), can be approximated by a Dirac delta function:

~ 1% (2) (M%) (8.50)

FIGURE 42. Energy density of this pseudo cosmological constant

We find the energy by integrating through the kink:
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/ngz = /)\n4sech4(ﬁnz)dz

= %ﬁn“* (8.51)

This gives a finite value of this energy, but its on energy density (i.e energy per unit area
in this case) and z = 0 has an infinite area, therefore the overall energy is infinite. Typically in
gravity, we look at things as isolated systems on average. Even though this solution to the energy-
momentum tensor has infinite energy, let’s ask how does it gravitates. Just because something
has an infinite area does not mean that it will be singular, or not have a good gravitational solution.

When thinking about solutions to Einstein’s equations, one always has to think about a choice
of gauge/coordinates. The kink has ¢,z,y Lorentz symmetry, which suggests constant curvature
t, x,y space-time. This can now be used to guide the search for an appropriate gauge. We have
done the same thing for the FRW metric, when defining it’s coordinates by assuming isotropy and
homogeneity.

In this case, we consider a metric:

ds® = A (2)ydatd” — d2? (8.52)

Which is very similar to FRW metric, except for the variation of the metric comes from z, not

t. This is sometimes known as a warped compactification. In the sense that +,, has a dimensions

(D-1) and z adds an extra dimension, where D is the dimensionality of the full space-time. Using
the Cartan formalism:

& = dz

W = A(2)wd = A(z)e/icfx“ (8.53)
The one forms of the first part of the metric, i.e ignoring the dz’ terms are simply the A2 ()7, .

The 7y, is left completely arbitrary at the moment:

- . A’ N
dif® = = - N — AGGb A w (8.54)
¢ = 03, (8.55)
- A’
02 =~ (8.56)

By keeping the indices in the (D-1) dimensional subspace one can read off, the background
connection one forms. By looking at a mixed components we pick up a factor of ‘%. The curvature
two form can be found from Cartan’s second equation:

@ — d0% + 03, NG5, +0° A 67 (8.57)
——
R,

The second part can be written as:

N AN (8.58)
Therefore the curvature two form is:

Ry = RY+0% A0y

1 e
iRSbcdwg A + <

N 2
A) Mhe® A T°(8.59)

The components are:
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" AI_’ .
R = Iwmwa—ZeaAwbwgbA@
" A/ A . -
= sz/\ﬁa—A<m>03b/\§Z+98b/\02’
"
= @ Aa”

Therefore:

bed = ﬁRobcd + (A> [6c b — O Mbe]

1 A2
Ry = e () 10500 - 0n8y
Looking at the z terms:
R = Ao
A//
R, = — (D=1
A", Rl AN\?
W I sp ov el iz
R A5”+A2 + (D 2)<A) ok
if D =4:
. 4A//
R = 1
A A 2 K
[ i 21 = H
o (LA )

where [ is some arbitrary length scale. We want to solve the Einstein equations:

K A/2 2A//

1
T 0 2
Gy=Ci=Go = @@~ gz~ 4 ~SmCV+39%)
; 3k 3A7 1,
G = pxp g T8OV 50
1
D¢ = ——50:4%0.0 = —226(¢* — )

In flat space Eq 8.65 is a sech* function and Eq 8.66 = 0 (from Eq 8.47). Suppose:

8rGn? << 1
Then:

TGV = O(87Gn) x M
N—— ~~

e(<<1) Area™

(8.60)

(8.61)

(8.62)

(8.63)

(8.64)

(8.65)

(8.66)

(8.67)

(8.68)

(8.69)

This is stating that n << M,, where M,, i.e 7 is much less than the Planck scale, which is a
reasonable assumption. The R.H.S of Eq 8.65 and 8.66 has dimensions of Area™!, which has the
same units as Eq 8.69, thus An? sets a length (energy) scale and O(87Gn?) gives the gravitational
interaction and we are going to look at a situation in which the gravitational interaction is small.

Therefore are can solve the equations of motion, perturbation. Note that the does not mean
that we are close to flat space necessarily. It is saying that one can write the A function as:
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A(z) =1+ O(e) (8.70)
and:

¢ = ntanh (VAnz) + O(e) (8.71)
Away from the wall, T}' = 0, therefore G = RY, = 0 aswell. Therefore from Eq 8.65:

A" =0 (8.72)

K
(A")? B (8.73)
Therefore x must be positive and the v, is a de Sitter type solution i.e an analog of a sphere:

Azli% (8.74)

This is the general shape of the solution away from the wall. Now we have to relation this
solution to the perturbative terms. So now we use the perturbed solution and put that into the
R.H.S of the Einstein equations:

An?
A = 767866h4(\/XT]Z) (8.75)
Integrate:
1
A = —ey/en(tanh(vVAnz) — 3 tanh®(vAnz)) (8.76)
Set:
A'(0) =0 (8.77)

by looking for a symmetric solution. This implies:

3
2ev\p

so if € is small, which it is, then the length [, scale is large. Integrating Eq 8.76 again, we get
the solution:

l (8.78)

A(z)=1—¢ %log (cosh (VAnz)) — %sechQ(ﬁnz) + glogz (8.79)

For large v/Anz; the solution is approximately:

A(z) ~ 1 - %e(i\[\nz) (8.80)

Which has the correct form of Eq 8.70. This looks correct, but one must check what happens
when z = %1, as it appears to be an event horizon or singularity. One would not expect it to be a
singularity as the metric was flat space. What has actually happened, is that we have written out
flat space in a strange coordinate system:

2
ds® = (1 - ;) (dt* — cosh? tdQ3) — dz* (8.81)

A constant curvature space time (de-Sitter space) written in global coordinates has a compact
spatial section. This is hidden away in the v as we did not specify what v was. Therefore the wall
actually gives two space-times as seen in Figure 43.

To summarise; the idea behind discussing domain walls, was to solve the Einstein equations
with some matter i.e non-zero 7),,. Non-perturbative field theory was introduced to show that
one could have a stable solution, that was distinct from the vacuum solution as it took an infinite
energy to go from the solution to the vacuum solution.
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The domain wall itself has one direction removed from it, therefore it is a 3D sub-manifold of
the 4D space-time. As far as the gravity was concerned, for the pure wall space-time, most of the
space was vacuum except for that narrow region in the wall (as shown in Figure 42), which was
approximated by a Delta function.

FIGURE 43. Non-perturbative solution to Einsteins equations gives rise to two
distinct de-Sitter space-times

5. Sub-manifolds

The reason behind discussing sub-manifolds comes directly from the example of a domain wall
approximated by a (D-1) sub-manifold. A natural extension would be to look at sub-manifolds in
(D-2), (D-3) etc.

Normal vector, 7i,,

FIGURE 44. Sub-manifold 3 with normal vector, 7,

5.1. Gauss-Codazzi formalism. Imagine a sub-manifold 3, of a manifold M, of dimension
(p+1):
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xcM (8.82)

The +1 can be thought of as a time dimensions and p being the spatial dimension. There is
no real mathematical motivation for this way of labeling dimensions. It’s simply because when
sub-manifolds are used in general relativity, they will be in the context of physical objects, hence a
time component is needed. X is going to be a differentiable manifold in its own right, of dimension
(p+1) and it is also a subset of an underlying manifold M.

The co-dimension of 3, n, is defined as:

D-—(p+1)=n (8.83)

which is the complement of dim(X), i.e the number of independent dimensions which do not

lie in ¥ but are present in M. Hence there exist n linearly independent normal vectors to the

sub-manifold . Imagine taking internal coordinate charts on ¥, which has a set of basis vectors,
04, then normal vectors will follow:

oy =0 (8.84)

where o, are the basis vectors on the vector space that is used to parametrize ¥ and the dot
represents the usual inner product. This is a statement that there is no component of 7, along any
of the basis vectors, hence are perpendicular. Since the basis vectors can be defined as directional
derivatives, this statement can be re-written as:

., Oz
Mg A = 0 (™)

the z#(0?) defines the coordinate functions of ¥ within of M.

(8.85)

5.2. 1st fundamental form. Since ¥ is a sub-manifold of M, it must inherit some of the
structure of the manifold M. We have a very good intuitive picture of this, for example, consider
a 2D surface like a paper sheet embedded on a 3D surface like a sphere. The paper sheet, which
is initially flat, will take on a spherical shape on the surface of the sphere, as long as the paper
sheet is not rigid.

DEFINITION 24. The 1st fundamental form of ¥ is given by:

hay = Jab + Z(_)inianib (886)

where:

(8.87)

| for time-like n
+1 for space-like n

h is defined as the first fundamental form of ¥ and is like taking the metric on the manifold M
and projecting out all normal directions. Therefore h is a projection operator, acting within the
tangent space of M, which takes a general vector and projects it down to its component parallel
to the sub-manifold Y. The minus sign being in the definition has no mathematical motivation.
Again, we are using the fact that we know that space-time manifolds have one time dimension
and the time and space dimensions differ in sign.

hap is equation to the metric that the sub-space inherits from M. The induced metric is de-
fined by:

zt Ox¥

VAB = Guv 5 A 558 (8.88)
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~ and h are physically the same thing and contain the same information. Mathematically these
are different objects as hg,, has ab indicies and these refer to the tangent space of the manifold,
M, restricted to a sub-space of this manifold. v4p on the other hand refers to ¥ as a manifold in
its own right, and thus the metric is intrinsic to the sub-manifold.

Xt (k)

FI1GURE 45. Sub-manifold projected onto a manifold
gUL: is a map from the cotangent space of ¥ to the cotangent space of M.
5.3. 2nd fundamental form.
DEFINITION 25. The 2nd fundamental form is also known as the extrinsic curvature and is
defined as:

Kiah = Veniah(,hi) (8.89)
where V. represents the covariant derivative. Therefore what we are doing is taking the
covariant derivatives of the normals and projecting them parallel to the sub-manifold using the

first fundamental form.

“W,, & This is the non-zero extrinsic curvature

Sub-manifold

FIGURE 46. Tangent vectors to the sub-manifold varying from point to point,
showing extrinsic curvature.
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We can recognize extrinsic curvature when surface is not flat. For example a sheet of paper
can be folded in on itself so that it appears curved, its the space in which it sits, that is curved.
As one can simply unravel the sheet of paper and it would appear flat. This type of curvature is
extrinsic curvature.

EXAMPLE 25. Consider a sub-manifold of R?, defined by a cylinder of radius a:

2% +y? = a? CR? (8.90)

A unit normal, 77, would be just (cosé,sinf,0). In terms of hgp (first fundamental form):

hap = dap — Namp
sin? 0 —sinfcosf 0
= |[sinfcosé cos? § 0 (Cylindrical coordinates)
0 0 1
0 0 1
= |0 a* 0 (Spherical polar coordinates) (8.91)
0 0 1

In spherical polar coordinates it becomes obvious that one has projected from R? to some 2D
sub-manifold since the hyp contains a block matrix:

(‘62 ?) (8.92)

with all other elements zero, show that even though the manifold is 3D, the object represented
by the 1st fundamental form is a sub-manifold of a 3D space. Therefore a natural set of coordinates
for this surface is:

ot =1{0,2} (8.93)
The intrinsic metric is:
200
YAB = <% 1 (8.94)
The extrinsic curvature is:
Kup =Vany =-T7, (in polar coordinates) (8.95)

The normal in polar coordinates is given by %:
0 0 0
Kyp=10 a 0 (8.96)
0 0 0
Thus the extrinsic curvature is non-zero.

Another way of writing K;4p is:

oxt Ox¥
Kiap = &TA&TBVHWZ/

oz# ox”
= TMgeA v (&;3)

= —n;, DaD%% (8.97)

The 4 index is there to show that in principle there are many normals. What can happen, if
the co-dimension is greater than 1, the normals can vary of ”twist”, through the sub-manifold as
shown in Figure 46.
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Thus we have to be able to link the normals as they vary from point to point in the sub-
manifold.

DEFINITION 26. This is done by normal fundamental forms:

Bu,j =n,,Vunk (8.98)

This takes the covariant derivative of a normal and instead of projecting it parallel to the

manifold, it is projected perpendicular to the manifold. Therefore for co-dimension greater than

1, the tangent space splits and can have a non-trivial structure itself. We will assume that n!'

extend geodesically out of ¥ into M and V;n; = 0, i.e the normal covariant derivative of the
normals is zero.

5.4. Gauss equation for curvature. The Gauss equation relates the curvature of M and
>

D Re = PIRY g hehy hE B = (=) K Kipa — K Kinel (8.99)

%
i=1

Th

T>

where Rf_, is the Riemann curvature of the sub-manifold and Rg,/ ¢ 15 the Riemann curvature
of the manifold. T3 gives the intrinsic curvature; we project down the manifold intrinsic curvature.
The T5 term shows that one also needs some extra parts that are related to the extrinsic curvature,
to get the overall curvature.

EXAMPLE 26. Let’s try to reproduce this for a co-dimension 1, sub-manifold. Use Riemann
identity:
2ty Pty ve <) g v (8.100)
where:
Vehg = Ve (8.101)

Here we are imagining a vector, which is parallel to ¥ (it lies in the subspace of the tangent
space parallel to X)) and then using the Riemann identity acting on this vector.

PO Re VP = hehIREVPTUVLVE — T(c 45 d)
= heRIREN f(hAREV V) = T(c 4 d) (8.102)

the T'(c <+ d) term denotes the first term, with ¢ and d indices swapped, this comes from the
anti-symmetry of the Riemann identity. Here we are taking the manifold covariant derivative and
projecting down with every free index, in the first line this has been done for the first index.

Now we act on all the terms in the bracket with the covariant derivative, V:

Pt Re Vb = hehIRIREV YV, V0 Ty (c < d)
Ty
+  RERIRL(V hREV VT —To(c 4+ d)
T2
+ hCRIRLRL(V thE)V VT —Ts(c < d) (8.103)
Ts

Substitute in for the expression of the first fundamental form from Eq 8.86. The first part is
the metric and for no torsion, the covariant derivative of the metric is zero. The remaining terms
give:
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hi = 6% = 6(—)"npn? (8.104)

this is Eq 8.86 without the metric term (as it’s covariant derivative is zero) and so on for the
rest of the h’s aswell. However by contracting a normal with a first fundamental form we get zero
by definition:

npht = 0 (8.105)

Therefore acting with the covariant derivative on the hl) terms will give a product of two terms
and then contacting with the 1st fundamental forms that remain, will give zero, thus Eq 8.103
simplifies!:

tDRe VP = hCRIRSREV iV, VT T (c < d)
T:
(=)' hehLhGhin (V sny) VeV =Ty(c ¢ d)
T
(=)' RERIRIN, Y eV VT —Ts(c < d) (8.106)
Ts

In the first line we are anti-symmetrizing of ¢ and d which means we are also anti-symmetrizing
on f and ¢ and thus in the derivatives in front of VV". Therefore we can use the Riemann identity.
In the second derivative of V', which is zero, as V' is defined to be parallel to the manifold. In the
last line, there is a covariant derivative of n, with index f and e and there are terms h2hJ outside,
which means we will get an extrinsic curvature. The n,V,V" term follows:

n. VoV = =V"Vyn, (8.107)

because V and n are also orthogonal:

EHORe VP = RERIRIREPIRY L VP — (=) hEhI N, (V i)V V" — T(c < d)
= heRIRIREPIRT VP — (=) KIV K + (=) KGV" Ko, (8.108)

Re-labeling;:

(PR VO = hehe hE RE, V(=) [KiKye — KEKpg)V? (8.109)

T, Tp

Which reproduces the Gauss equation in 1D. So the Riemann curvature of the sub-manifold,
is composed of the Riemann curvature of the manifold and the extrinsic curvature coming from
the way in which the sub-manifold is embedded in the manifold.

Going back to the cylinder, it has a extrinsic curvature, but no intrinsic curvature (as R?
has no curvature as it is just the Euclidean space), therefore T is zero. However since the co-
dimensionality is 1 and the K’s are anti-symmetrised, they will cancel leaving:

R:,=0 (8.110)

for a cylinder.

it simplifies is a word that can be used for this expression!
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6. Applying Gauss-Codazzi formulation

6.1. Israel equations. Israel equations are a set of equations of motion for a co-dimension
1 sub-manifold, when viewed as being a physical object. Recall the domain wall depended on one
direction, which we choose to be z. To begin with consider the for dimensional Riemann tensor,
with some normal vector n:

Rapean®n? = nd(chd —VaiVeng (8.111)

Here we assume n is geodesic, therefore V,,n = 0:

Rapean®n?® = K4K 4, — V, Kqe (8.112)

The normal covariant derivative of K, can be replaced by a Lie derivative:

Rabcdnbnd = *(ﬁnKac - V(Lnd[(dc - vcndea) - Knga
—Ln Koo + Kl Kqe (8.113)

So we have re-written the Riemann tensor with two normal components in terms of extrinsic
curvature. Eventually we want to discuss the Einstein equations, which can be re-written as:

1
Rab = 87TG(Tab — ngab) (8.114)
foe the domain wall:
Tup = 0(2)hap (8.115)

i.e there was no normal component of the stress-energy tensor and all the parallel components
to be the same (proportional to the metric). This is what motivates the re-writing of the Einstein
field equations, in the form Eq 8.114. Recall the Gauss equation in terms of a manifold in 4D with
a sub-manifold in 3D:

(S)Rabcd =1 Rarprerar h;l/ hg/ hg/ hd/d - (Kachd - Kadec) (8116)

The normal has been taken to be space-like, therefore has only one component and only one

K. The first term on the R.H.S is a contraction between the 4D Riemann tensor, with the induced
metric h, but h is just g 4+ nn, therefore the Ricci tensor is:

(3)Rbd =) Rb/d/h?)/ hg/ + (4) Rapean®n® —K Kpq + KchE (8.117)
—_————
T
This is the reason behind writing Eq 8.113 in that form is that now it can be substituted into
T in the equation above:
(B)Rbd = (4)Rb/d/hg/hcdl/ +L, Kpg + QKbCKg — KKpq (8.118)
—_—

T
T5 can be substituted for from the Einstein equations in the form of Eq 8.114:
oo 1
G Ryg = 817G (T h® by — 5T ha) = LnKpa + 2K K — K Ky (8.119)

So far, the Gauss equation has been to analyse the parallel components of the Einstein equa-
tions. If T, is sharply localised (at z), then one can approximate it by a delta function:

T ~ 6(2)Sap (8.120)

This was done for the wall, where §(z) ~* 2. Thus defines Sus:

Sab = / dZTab (8.121)
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The Ricci tensor, ) Ryg, is an intrinsic curvature, of the sub-manifold, therefore it does not
have a delta function(i.e not sharply localised). () Ryq, is regular as the width of the object goes
to zero. K must also be regular, as K is a property of 3. However, the projection of the Einstein
equations parallel to the wall, give terms involving the stress-energy tensor, which is strongly
localised as defined by Eq 8.120. The last term remaining, £, K34, must also be sharply peaked
in order to cancel with the stress-energy tensor.

If we integrate Eq 8.119 from one side of the wall to the other, the K terms will give a finite
value times the width of the wall. Whereas the T and LK terms will give something O(1),
therefore 3 Ry,q, will be of O(width of wall):

1
87G(Sap — 5Sha,,) = / Lo K=K — K, (8.122)

This looks like some form of Einstein equation. In states that the extrinsic curvature has
to vary, by looking at the difference across the wall, and that difference has to be equal to the
combination of the stress-energy tensor. Taking the trace of the equation above:

— 4GS =Kt — K~ (8.123)

‘Which can be re-written as:

AKab - AKhub = 8’/TGSab (8124)

these are the Israel equations. These are the analog of the Einstein equations (for co-dimension
1), integrated out over the strongly localised source of energy/matter. These equations describe a
highly localised physical object that is a hyper-surface. Normal points into the bulk on (+) region
and out of the bulk on the (-) region. The normal is continuous over the bulk field.

Let’s check these equations by re-deriving the domain wall solution, which looked like they had a
horizon. Let’s look at a hyperboloid in Minkowski space:

T

FI1GURE 47. Hyperboloid in Minkowski space.
The hyperboloid in Minkowski space can be parametrised by:

X* = (Isinh (%),lcosh G),e,qs) (8.125)

Thus ¥ can be written as:

Y at (o), 0t = {1,0, ¢} (8.126)
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This defines the hyperbolic surface. Now we want to check what happens when we apply
Israels equations to the surface (and check that the result is the same). The normal to the surface
is:

T

n, = £(—sinh (%),Cosh ( 7 ) ,0,0) (8.127)

This is a normal to the surface. The two signs are present to represent the inward and outward
normals respectively. Note that:

vapdotdo® = dr? — 12 cosh? G)d@% (8.128)

This is just stating that if we look at the hyperboloid on the induced metric, we get de-Sitter
space. Computing one of the K'’s:

Kgg = 7F%HR:RTLR
_ 2 (TY _ 900
— +lcosh (l) =72 (8.129)

as R = lcosh (%),nR = Zcosh (%) This just shows that K o ¢ (in this case constant
of proportionality is FI). If we take the inside of the hyperboloid and assume that the wall is
symmetric on both sides (with the different signs of each side):

_ 2
Ky = Kqy = 2K, = =T hay (8.130)
Therefore from Eq 8.124:
2
AKgy = —7900 = —4mGges (8.131)
Therefore:
1
l= 8.132
2nGo ( )

Which is the energy value per area, same as was obtained for the domain wall in Eq 8.78. To
get the original expression, make a coordinates transformation:

N T
Null ray

constant z

constant T

A
v

FIGURE 48. Metric shown in Eq 8.134

) (8.133)
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this gives the z > 0 metric for the domain wall:

ds® = (1 - ?)2 (dr? — 12 cosh? (%)ng —d2?) (8.134)

R and T are the flat space, radial coordinates. This shows that the Israel equations give a
physical meaning to a sub-manifold.

7. Boundary term in Einstein action: Gibbons-Hawking term

Going back to the Einstein action and the calculation of it’s variation in Eq 8.26. Recall that
during the integration by parts we had a boundary term, 77 in Eq 8.26, which we simply ignored.
Now let’s go back and check weather this boundary term can be incorporated into the variation of
the action. In general, 77 in Eq 8.26 cannot be made zero by the variation of the action because
it depends on how dg extends into the bulk (no matter/energy region). The idea now is to add a
boundary term, that will cancel these normal derivatives.

The obvious term to include in the boundary term is a scalar and thus a good choice would
be the trace of the extrinsic curvature, because it is the other curvature term (other than the Ricci
scalar, which forms the Einstein action). The trace of the extrinsic curvature is the covariant
derivative of the normal:

K = Van® (8.135)

Since we are thinking about a variational principle, éh (h is the induced metric) is held fixed
on the boundary. Therefore the variation of the normal at the boundary will give the variation of
the metric:

dgab = Nadnp + Npdng (8.136)

We can choose n to be space-like, without any loss of generality:

6K = V,0n® 4 6T%n® (8.137)

on® is given in terms of the normal components of dg:

1 1
0K = —§Va(n“nbncégbc) — §Vnég

1 1 a be 1 a be 1 a be 1 be a

= —§Vn5g — §(Van )(npnedg™e) — i(vanb)(n nedg’c) — §(Vanc)(n npdg <) — §(Va(5g )(n*npne)
1 1 1 1 1

= —=V,0g — =Knyn.g* — = Knynedg* — = Knenydg® — =npnen®V,0¢"
2 2 2 2 2
1 1 1

= —ivnég — iKnangbc — inbncneva(Sgbc

Substitute for 77 from induced metric:

1 1 1 1
—§vnag — §Knbncégbc — §Knbncégbc — §nb(hf — 5?)Vd6gbc
1 1 1 1 1
= _§vnag + §nb5gvdégbc - §Knbncégbc — §hgvd(nbégbc) + §5gchb0 (8.139)

Now lets look at the variation of this boundary term (ignoring the Ricci scalar for now, as we
already know how that works):

0K

1 1 1
) / K.\/qd®x = / N [25gbc(Kbc — Knpe) —§V0(nb5gbc) +5 (npV6g" — V,.0n)  (8.140)

T> T

Ty

(8.138)
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Ty is zero as the metric is on the boundary and therefore its derivative is zero. T} has a 6¢® in
it, which is good as we expect the variation of the curvature on the boundary to be proportional
to the metric on the boundary. T3 is precisely the term needed to cancel the derivative coming
from the variation of the bulk action. Therefore:

1
5|8p— — [ (K| = 141
SE 3G dM[ V4l 0 (8.141)

Ta

T, is known as the Gibbons-Hawking boundary term, Sgg. Then the variation principle is
satisfied and we no longer need to fudge the calculations by setting the boundary terms to zero.

7.1. Revisiting the Israel equations. If we split up the space-time into the two regions
shown in Figure 49, M and M —, then the action is:

S=8L+5S5+Sty+Scy + Swau (8.142)

(-) region (+) region

FIGURE 49. Space-time region, represented by manifold M, with a sub-manifold
¥, representing the domain wall (a small localised region of matter)

where:

St = Einstein action in (+) region of space-time
Sz = Einstein action in (-) region of space-time
Sg g = Gibbons-Hawking action term in (4) region of space-time
Scy = Gibbons-Hawking action term in (-) region of space-time
Swail = Matter part of the action in the region of the wall (8.143)

Varying the action:

05=0=Gau =0 (8.144)
This is the solution for the bulk (as there is no matter/energy). The action in the domain

wall:

5Swall o 1
dgab 167G

[(Kf, — KT hay) + (K — K~ hap)] (8.145)
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In this region of the domain wall (described by a sharp localised peak in the matter and it is
described on a sub-manifold ¥). From the Israel equation, 8.124:

1 1
7Sab|wall = T~ [AKab — AKhab]

5 e (8.146)

Israel






CHAPTER 9

Black holes

This chapter is strongly related to the first few chapters of [8].

1. Black hole thermodynamics

Within Einstein gravity, black holes are very simple when there in the vacuum equations. An
example that has been previously studied is the usual Kerr metric:

b 2GM
ds? = di® — Ldr® — P - %(dﬁ ~asin?d)? — (2 + a?) sin® 0dg? (9.1)
also written as:
A ) in” 0
ds? = = (t — asin®0de)? — =dr® — Dd0% — =" ((r? + a?)d¢ — adt)? (9.2)
b A by
where:
A = r?4+a>—-2GMr
Y = r24a’cos®h
LT
M
J = Angular momentum
M = Mass of black hole
o 0
%06 Killing vectors (9.3)

This represents a rotating black hole. Notice that there are very charges, i.e M, a are the only
ones. There would also be @ if the black hole had an electric charge. In which case:

A=r*+a*+GQ? - 2GMr (9.4)
The area of the black hole:
Area = 47 (13 + a?) (9.5)
and:
ry = GM 4+ /G2M? — a2 — GQ? (9.6)

Suppose a material object falls into the black hole. One would expect that on its journey
into the black hole, the solutions might carry some dynamics. However once the particles has
fallen into the black hole to settle down into a new stable configuration with a new mass, angular
momentum and charge, if the particle falling in has an electric charge. First let’s look at what
happens to the area of the event horizon:

159
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0A = 8rridry +ada
G?MSM — ada — GQIQ
= M
8mry {G(S +  —GM ] + 8mada
_ & { GriéM ~ GMada GQ?@&Q} 9.7)
7“+—GM T+—GM T'J’__GM
But:
J
therefore:
oJ JIM
Substitute Eq 9.9, 9.8 into Eq 9.7:
Gr? GadJ Ga?6M GriQéQ
6A = t__5M - == 1
8”(r+—GM r—GM ' —GM r+—GM> (9.10)
Re-arrange for charge in mass of black hole:
rr —GM J§A
M=—————F——+0 A1
0 21 (r? + a?) 4G+\€£+@ (9.11)
— T2 T3
T
Q = ﬁ = Angular velocity
o = @rs = Electrostatic potential (9.12)
2 + a?
Now consider the thermodynamic equation:

By analogy between Eq 9.13 and Eq 9.11, it appears that there is a direct correspondence
between thermodynamics and black holes. To see it explicitly, let’s look at the Schwarzschild
solution, i.e set r1 = 2GM and a = 0, thus T} is:

GM 1
2m(4G2M?2)  87GM

(9.14)

Which is what we previously argued was the Schwarzschild temperature which suggests that
Ti is actually a generalised expression for the temperature and thus i—é should be equal to the
entropy:

o4
4G

At the moment this is not a formal derivation of any king, it is just a curiosity that there
appears to be a correspondence between area and entropy.

5S (9.15)
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1.1. Euclidean path integral approach. To formalise this correspondence between black
holes and thermodynamics, we embed the classical solutions to Einstein’s equations, into a quan-
tum background. This is not attempting to quantise these solutions in any way, it is simply
a different way to look at the solutions. We will try to construct a partition function for the
gravitational theory. In general one would take a trace of states:

Z ~tr(e”PH) (9.16)
where g = % in units that kp = 1, thus 7" has units of energy. H is the Hamiltonian:
3 L[ 3 Ig
H~ da:?-lzﬁ dxdtH%F (9.17)

where Ig is the Fuclidean action:

_ 4 \/§ 3 \/EK
Iy = /d e +/d v (9.18)

=lgn =lcH

We expect Z to be dominated by saddle points:

7~ > e 1E (9.19)

classical solutions, 8
We postulate that the contribution is dominated by classical solutions with periodicity .
There is no Ricci scalar, R = 0, for Schwarzschild and Kerr, therefore there is no Einstein action
and Ipy = 0. Therefore the total action must come from the Gibbon-Hawking term, Iqp:

hK
Ig = d%f
dM 881G
dM is the surface at the boundary. Remember h is the induced metric. Let’s look at the
Schwarzschild solution as it is simple yet shows all the important points of a black hole:

26 M 2GM\ !
ds? = (1 _ i) dr? + (1 — Ci) dr® + r2dQ3 (9.21)

We have already seen that in polar coordinates, light rays can reach the singularity at r = 0,
if the 7 coordinates have periodicity 8mtG M.

(9.20)

A 4

FIGURE 50. Metric in Eq 9.21.

Therefore the Euclidean Schwarzschild metric looks like this, as at large r, the coefficient of
dr goes to 1. As r — 2G M, the space looks, locally as r? in the vicinity of the origin. The size
of the 7 circles is (1 — 26;M ), and eventually reaches 0 as » — 2GM. Topologically this is R?
and then one has a two sphere on top, 52, S x R2. But this is all just the Einstein part of the
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solution which has the action zero as R = 0. The question is, how do we find a boundary to this
space-tie to get the Gibbons-Hawking term. The idea is to evaluate this solution to some finite
radius, R >> GM and then see what happens to the solution in this limit. On the surface , the
metric is 3D:

ds3 = (1 - 2%”) dr?* + R*dQ3 (9.22)

this has a 2 sphere of radius R and then a single S;. 7 has a periodicity 8tGM, as usual. The
inward pointing normal n, has the form:

2GM 0O
— /1= - 9.23
" R Or ( )
The extrinsic curvature is:
a 1 2.7
K = V%= =0.(r'n")

a =0
2 2GM GM 1
= —Zi]1- - (9.24)
R R R? G
V11—

Therefore the boundary term is:

K+ —hdrdpdo (9.25)
dM
but:

K # K(7,,0) (9.26)
therefore integrating over them simply gives numerical factor of 47 (3:

K~\/—hdrdfde —41BR?
dM R

2 1 2GM GM
R R?

To
= —4nB[2R — 3GM] (9.27)

Now, the leading order term is proportional to R, therefore we cannot take the boundary to
be at R — oo as the action will also becomes oco. However, by comparing the equation above,
especially, T,,, with the Schwarzschild metric solution. Then the extrinsic curvature for flat space-
time, Ko, must be:

2
KO:—E (9.28)
Therefore:
e 2 4 _2GM (2
/KO\/Ed = AR\ 1- = (5
~ —47rﬁ[2R—2GM+O<i)] 9.29)

Therefore the flat space answer is also oo as R — oo. This means that this divergent term is
not physics (as it is also present in the flat space). Therefore we can simply subtract this vacuum
solution by the Schwarzschild solution, to get the true value for the action:

1 M
ISCHW - IVacuum = o~ [_47T/8[_GM]] = 57

e (9.30)



2. KALUZA-KLEIN THEORY 163

This is sometimes called the re-normalised action. The entropy is given by the usual statistical
formula:

0
S=p>=[-p"tInz 9.31
Bag [ 2] (9-31)
where Z = —eﬁTM in this case. Therefore:
2
2 06
B 2
= = 4G M
167G G
47 9
= E@GM) (9.32)
By comparison to Eq 9.15:
Area = 47(2GM)? (9.33)

Therefore we have shown that for the Schwarzschild black hole, the entropy is indeed %.
From the microscopic viewpoint:

S = log (#of micro states) (9.34)

but classically, black holes have very few charges. Also notice that T ﬁ, therefore black
holes have a negative heat capacity, just like stars do. The energy released is given by the rate of
change of mass:

M =~ oT*A
o(GM)?
(8wGM)*
1
M2
Therefore the lifetime of a black hole can be found by integrating over this expression, therefore
the lifetime is oc M 3.

Q

(9.35)

~
~

2. Kaluza-Klein theory

As far as we observe, we live in a 3D space, with 1 time dimension, however the idea of extra
dimensions keeps on coming up in physics. The first concrete model of extra dimensions was
thought up by Kaluza and Klein after Einstein came up with general relativity.

In 1920/21, Kaluza had an idea of adding new dimensions to space-time in order to unify Maxwell’s
equations and the theory of electro-magnetism with general relativity and gravity. In fact, Ein-
stein resisted this idea for a number of years, until accepting it as a valid concept to discuss in
theoretical physics at the time. By adding an extra dimension, Kaluza showed that one could
almost obtain the Maxwell-Einstein theory that he wanted, accept that there was an extra scalar
field, which then Klein suggested, needed to be stabilised in order for the theory to work (he never
gave a mechanism for stabilising it).

Now, a century later, the whole concept of extra-dimensions, where these extra-dimensions has
been stabilised as Klein suggested. This is of course in the theory of super strings. The idea in
Kaluza-Klein is to look at gravity in 5D, except for how the 5D geometry would look like in 4D
perspective, i.e the geometry depends only on 4 of the 5 dimensions:
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ds? = g, datda” — e*7[dyp + A, dxt]? (9.36)
T Ty
where:
v,u€{0,1,2,3} (9.37)
and:
o=o(z") A,=A,(z") (9.38)

T7 represents the 4D space that we live in. ¢ is the 5th dimensions, but none of the terms
have any ¢ dependence in them. Therefore ai is a killing vector. To obtain Einstein’s equations,
we need the Ricci tensor and scalar. Using the Cartan formalism; Identify basis:

@ = e[+ A

W= eldat (9.39)
di’ = o 4 A @b+ ¢’ F(= da)
do® = eﬁycfx” A dat (9.40)

Reading of the connection 1 forms:

< 1 i
fo = 0.0+ ie"Fai)wb
ha ha | —
Recall the Cartan equation:

o ——n —n o —n _’1&‘

Rg— d@g +9§/\9§+9%/\9 b (9.42)

~N S~—
Ty T> T3

Computing the terms individually:

[ 1 ; PN . PO ; . A ;
T = dfy + e [opd ANTUF 4 Y+ FRapt AaY + B (o 0 AEY + e F)]
né, oy L o é, =1 a, =) A e
T = o N0 + 5e7105: A Foi¥ + F{a? A 6]
- 1. - o .
Ty = %% Ae? Fy i + S e A o i + ZeQ"Fng A Fj 1 (9.43)

This long expression gives the curvature 2 form. Now we need to identify the parts that are
needed for the Ricci scalar. The Ricci scalar only depends on the {0,1,2,3} indices therefore we
can ignore any terms with v in them:

a a 1 20 a A a a
R}.j = Ripeq + 7€ [FEF)ba — FiFyy + 2FFyg) (9.44)

The other curvature two form that contributes is:
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L Y N )
Ry = di; +0; N6
= 040" AT + 0 5[0 ATV + e F
1 i " A i A
+ 560 [Uj)wb A Fae® + Fp ;0% A o’ — ngégwc]

- 1 N ~
+ 0@ NG+ 5¢ Fr]

a

1 . 1 -
+ §eUFI;étUC/\[9_g@+§eUF£ww] (9.45)

P
apb’
4D index and one 5D index (which is ¢), i.e we ignore all terms with purely space-time indices:

Again we only take terms that will contribute to the R thus we need terms which has one

1

'l/:' _ é 20 é
R[M[}E =0, — 040 + U’érﬁd — 46 F@@FE (9.46)
Therefore:

RY = —Oo— (Vo) — 22 p?

P 4

1
Rab = ROab - Vavba - vaavbo + 5620FachC
1

R, = Ro+ Ze%F2 — 200 — 2(Vo)? (9.47)

So the 5D Ricci scalar is the 4D Ricci scalar plus an F? terms and then some scalar terms. If
we look at Einstein’s action and look at the last component, det(gs):

det(gs) = e** det(gy) (9.48)
Therefore the 5 dimensional Einstein action, S5 becomes:

1 5
S5 = _167TG5/d .CU\/g>5R5

— 1 4 o 1 20 2 —o o
= 167TG5/d x+/gadipe (Ro+4e = —2e 90Oe )

= _167fG5 /d5x gae® |:R4 + leeQURQ} (9.49)

where in the 2nd line we have integrated over +, which is just a constant, L (Periodicity
of ¥). So we seem to have reduced the Einstein action in 5D, to an action in 4D which looks
almost exactly like the Einstein-Maxwell action. In fact, if o is fixed, this Einstein-Maxwell
action. Finally, we can conformally transform this action into the Einstein frame, by the following
coordinate transformations:

s o
Juv =€ " Guv ¢ 5 (950)

Which gives the action:

s=_L /d‘*xf ~-R+ 1(agzsf - e&F? (9.51)
B er g 2 1 '
and the metric is:

ds® = e=V395,, datdz” — V3 [dip + A, dat) (9.52)
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The main problem with this theory (in fact with all higher dimensional theories) is that, when
we apply this to the whole universe, the expansion of the universe would also expand the smaller
dimension, which would make it visible after a ”sufficiently” large amount of time. The fact that
we do not observe these dimensions today, means they must have been even smaller in the past,
leading to another fine tuning problem.

3. Black holes in Kaluza Klein theory

Kaluza-Klein (KK) black holes are vacuum solutions of standard Einstein gravity. Since the
extra dimension, ¢, in KK is expected to be small, % is a Killing vector. One of the solutions is

the Schwarzschild like solution in 5D:

ds? = (1 - %*) dt? — (1 - ’"7*)71 dr? — 12d02 — dp? (9.53)

This is called a black string, as it the Schwarzschild solution in 4D, extended along the
direction.

4D: Schwarzs¢hild ‘
solution

¥

FIGURE 51. Black string with a 4D boundary represented by the Schwarzschild
solution and an extra smooth direction ¥ added on to the metric

This the simplest example of a KK black hole. To make it more general, firstly, one can
introduce cross terms in the metric. This can be done via Lorentz boosting the black string,
however, at first sight one would think that a Lorentz transformation should leave the metric

unchanged. This is because once 1 is fixed, it is periodic as stated before and therefore fixes a
rest frame.

¥

F1GURE 52. Lorentz boost of the black string in the ¥ dimension, with L being
the periodicity of .

L is the periodicity of 1:
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Yv=v+L (at constant t,x,y, z)

Hence doing a Lorentz transformation means one has to start identifying coordinates at dif-

ferent points, ¢’ and t':

= y(t—vy)
o=y —ot)

Therefore:

(', ") = (t' —vyL, ¢ +vL)
Which means there is a difference between between identifying 1)’ and then boosting or boost-
ing first and then identifying v¢’. By making a boost, the ¢ and ¢ directions are mixed therefore

167

(9.54)

(9.55)

(9.56)

the motion in ¢ gives a gy term which one can related to A, a charge. Let’s see this explicitly:

ds?

r 1—02 1—v2

Shifting the origin the radial coordinate:

A r+ v2
h= —
rt 1—02
Identify charge:
- r+v
=12
which gives:
A=2q
7

which is a familiar looking potential and the scalar field:

T
62\/§¢: _— =

7 —vq

The metric then, in the Einstein frame is:

i) () ()

If we take the extremal limit:

7+ —0, wv—1 7 =fixed

Which gives:

R vq 7
qr+(1742)%(1+

which has a null singularity at 7.

r+ v2 r 4+ vdt 2
_<1_ (1+v2)r) (C““ (1v2)r+rsv2> + (1_ (1—v

(1 B &) (dt + vdap)? ~ (dy + vdt)? _ (1 _ %)71 dr? — r2dQ3

T+
)+ riv?

)dt2—(1—

T+

r

(9.58)

(9.59)

(9.60)

(9.61)

~1
) dr? — r2dQ3

(9.57)
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3.1. Magnetic Kaluza-Klein black hole. One of the curious things in 4D, is that aswell
as having an electrically charged black hole, one can also get a magnetically charged black hole.
Which means that:

F~ Qsindo A dop (9.65)
Which basically means one has a radial magnetic field. It has the same stress-energy tensor
as an electrically charged black hole:

_Q
or

Which means the same geometry, since the magnetic field is the dual of F'; the geometry for
F and its dual is the same. Therefore there is a duality between electric and magnetic charges.
For KK theory we want the same F', which means we need to construct a gauge potential:

A dt (9.66)

A=Q(£1 — cos)f (9.67)

This may not be obvious as naively one would just expect it to be something that goes as

— cosf. But this term is part of a metric and in a metric, any singularities are actually coordinate
singularities. Normally one does not worry about singularities in polar coordinates on the north
and south pole, as they are relatively straight forward to remove via coordinate transformations.

In this case, there is a term gy4 and therefore A must be regular at north and south poles,
which in the reason behind adding the 41 part. These different signs actually give rise to two
distinct gauge fields, one that works on the north pole and are that works on the south pole:

. 2
e (::f) g2 (drm) (e — )02 — (1 - %) dip + \frr—(1 — cos) d¢
- T v
N—— r T
To
(9.68)

This is what the 5D metric looks like and this is regular at the north pole, and the south pole
cannot be included in this. Instead, for the south pole:

As = —Q(1 + cosb)do (9.69)

This is a coordinate transformation:

Ys =N +2Q¢ (9.70)
Therefore shifting the ¥ angle between the North and South patches by 2Q¢, then the 1 — —1
in 77 is taken care off. The periodicity of ¢ implies:

drQ =nL (neZ) (9.71)

This is giving a very striking result. It is saying that this solution only works if the magnetic
charge is quantised. Or in other words, if there exists quantised magnetic charges, L, can only
take quantised values and L is related to electric charge of fields, therefore the existence of a single
magnetic monopole means electric charge is quantised.

3.2. Extremal limit, r; = r_. In this limit 7, in Eq 9.68 becomes zero, therefore there is
no potential in front of the time components of the metric. If we set:

Q=r, = % (i.en =1) (9.72)

and redefine the extra dimension:
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4T
= 9.73
X=77 (9.73)
therefore the periodicity of x is 4:
as? = a2 =~ 1— 25) [r2d02 + 2 + 2 (dx(1 0)dg)? 9.74
e —7[1" + 2475 (dx(1 + cosf)do) (9.74)

It appears that there is a singularity as r — r. Define a new radial coordinate:

PP =dry(r—ry) (9.75)
Now as r — ry:

2
ds? = dt* — dp? — % [d93 + (dy + (1 — cos 0)dp)?] (9.76)

where dQ3 is the distance element in a unit 3 sphere in Euler angle.

p? — 0 is the origin of R*. The KK monopole is topologically R?, smooth. As we go to
r — 0, the 0, ¢ directions grow, whereas the x remains fixed as it is independent of r. Therefore
it really looks like a KK solution at large r, as the usual 3 + 1 dimensions increases in size and
the 1 remaining dimension does not grow and hence is not observable (of course, here we have to
assume that the dimension is small in the beginning, relative to the size of the other dimension
today). The patching of coordinates between the north and south pole is known as Hopf fibration
of 8% over S? giving S® (discovered by Gross-Perry-Sordin).

This concludes the pure KK solution. We have seen that adding in extra dimensions not not
gives rise to black holes, it also gives Black strings, black branes etc. An example of a Higher
dimensional black hole is:

ry D=3 dr?
d82 = (1 — % ) dt2 — m — T2d92D72 (977)

D is the dimension of the overall manifold. This is just the Schwarzschild solution in higher
dimensions. All we see is that the potential just changes its form. These black holes have a mass:

16rGpM = (D — 2)Ap_or? ™3 (9.78)

A is the area of corresponding to a surface of radius p” 2. Similarly, there exist objects called
Black branes, described by the metric:

d82 = d8127+1 — dxidxj&-j
N ——
T T>
Ty = black hole in (p+1) dimension
T> = more dimensions added to the black hole metric (9.79)

Here we are simply taking the Black hole solution in (p+1) dimensions and then adding extra
dimensions. It is interesting to see what charges these branes can carry. To find charged brane
solutions, one has to have form fields B, C,.x etc.

4. Perturbation theory

In 4D we think black holes are stable as they are observed in our universe. To check this
stability via general relativity, the solutions obtained analytically can be perturbed and then the
effects are analysed. If a solution is stable it will not change too much under the perturbation.
Consider a 5D black hole, with radius, 4 and compare it to to a black string.

Note that the entropy of the Black string has a factor of % which means that as the length
increases with fixed mass, eventually the entropy of the black strings will drop below the entropy of
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5D Black hole | Black string

Area 22 412 L
3mrr?
+ rsL
Mass ey Tem

3 2
Entropy %\ / —2”??5 M2 74”% Gs

TABLE 7. Comparison of black hole and black string

black holes. Thus if black holes thermo-dynamics is believed then as the compactification length,
L, increases the entropy of the black string will decrease, which means the black strings would
prefer to organise its mass as a black hole. This can be seen by expressing the black string entropy
as a black hole entropy:

277
16L

Ts

The important thing to notice here is the ration of %=. Therefore there exists a critical length
for a string, above which the black hole is a preferred state. This indicates that a black string
will have a long wavelength instability. To check whether the instability is real, one needs to
understand how perturbation theory works in gravity. Not only is perturbation theory useful to
check stability, it is also useful because it is hard to find exact solutions to Einstein’s field equations
therefore once a solution has been found, we can perturb it and see what the equations give. The
idea behind perturbation theory, is to take a metric g, and perturb it:

Sps = Spn (9.80)

dab = Yoab + hab
~ =~
T1 T2
Ty = Background known solution
T = Perturbation (9.81)

We only keep terms linear in h:

1

0Ty, = 5(9‘0“1 — 1 (godv.c + hav.c) (9.82)

We can choose normal coordinates, such that the connection is zero as all first order derivatives
of g are zero in normal coordinates (remember, it is the second order derivative that cannot be
set to zero, by a coordinate transformation) and therefore the partial derivative is the same as the
covariant derivative. In this case:

1 1
~(96* = h*Y(goav.e + have) = = (h*hoav,c)
2 2
1
= §(Vch§ + Vihe — Vehpe) (9.83)
But since this is a tensor equation, it must be the same in all coordinate systems:

1
ol = i(vchg + Vphg — V@hye) (9.84)

Therefore the perturbation of the Ricci tensor:

§Rap = V0TS, — V,0L¢, (9.85)

From the Palatini lemma we known how to compute the variation of this Ricci tensor:
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1 1 1 1
ORw = GVeVahi+ VeVihi = SVeVhay — ViVoh (9.86)
—_——
To

The first three terms come from 77 in Eq 9.85 by substituting Eq 9.84 into it. The final
terms is the covariant derivative of the trace of the perturbation in Eq 9.84. we can re-order the
derivatives using the Riemann identity:

1 1
0Rs = ivavchg + inicah;f + Rpgeah®
1 .1 1 1
+ VoV + 5Rdcbhg = 50has = 5V Vah
1 _
= —5(Oha + 2Racbah™ — 2R, hya — V(o V i) (9.87)
where:
= 1
hea = hpa — §h90bd
1
= _§thab (988)
Vi =0k + 2Racbdh6d — QR((jahb)d - V(avdﬁb)d (9.89)

This is called the Lichneronicz operator and its the curved space wave operator for a tensor
hap. If the Einstein vacuum equations are true, then this term must be zero. There is a problem
with this formalism however, and that is to do with the meaning if h,;, being ”small”. As it cannot
be said that every component of hgy, is small, for example in the Schwarzschild solution, the metric
has no off diagonal elements, therefore any finite component of hy, will be much greater than 0.
And hence the meaning of h,, being small has to be evaluated from the context it is being applied
to. Also of the background metric has singularities any finite value of hy, components will appear
”small” compared to co. For the flat space, Minkowski metric it is obvious what to do, since all
the components of 74, are 1 in magnitude, the condition on the perturbation is simply:

|hap] << 1 (9.90)

4.1. Gauge choices. As stressed before, coordinates are important in general relativity as
we are finding exact solutions and coordinates are chosen to make the solutions as simple as
possible. A gauge transformation can be written as:

20 o 20 4 g0 (9.91)

so we move a small distance £€* along a vector field:

Gab — Gab + LeGap (9.92)
Le¢gap is the Lie derivative of g along £, which is the symmetrised covariant derivative of &:

Gab = Gab + 2V(a£b) (993)

Therefore if £ was a killing vector, g, would not change. Define:

heab = Vol + Viéa (9.94)

So a coordinate transformation induces a perturbation in the metric, which was what makes
doing perturbation theory in gravity quite challenging. This can be used to fix a gauge to make
problems easier. From Eq 9.94:
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heay = O + VOV4E, — Vi (V- €)1, (9.95)
Ty

By swapping the order of differentiation in 77, we can cancel out T, using the Riemann
identity:
Vaheas = 08 + Riéa (9.96)

This is again a wave operator on a vector field, but corrected for the fact that the space is
curved. This gives a well posed set of differential equations:

0 4+ RE€® = V(= Vheap) (9.97)
where V¢ has been introduce as a source, if the diverges of l_lgab is non-zero. This means, we
can solve Eq 9.97 to obtain:

Vheap = Vah™ =0 (9.98)
A de Donder gauge is defined by:

1
ORap = — (Dhab + 2Ruepah® — 2R‘gahb)c) (9.99)

We still have some gauge freedom:

x® = a®+ x? (9.100)
such that:
Oz + R{x" =0 (9.101)
Let’s count the degrees of freedom:
D(D+1
hay = DD+1) 2+ ) Components
V.h® = D Constraints
x* = D Constraints (9.102)

Therefore the total physical degrees of freedom are:

D(D+1 D(D —
(D+1) _,,_ DD-3)
2 2
In 4D, there are 2 physical propagating degrees of freedom. Going back to the instability of
the black string. For perturbations, decompose with respect to symmetries of background metric.

The black string has a symmetry of rotations on a sphere (SO(3)), the killing vectors are 2-, 2.

9ty
This means the perturbation are written in terms of ! or e“! (for instability), and e . In

principle the perturbations could have angular momentum. In general we can have:

(9.103)

e A scalar perturbation, hgs.
e A vector perturbation, hy,.
e A tensor perturbation, h, .

The equations of motion for the scalar perturbation hgg:

thss = <D4 + IU/Q)th
20r — GM 02
= -Vhl, - %hgs + (;ﬂ + V) hss =0 (9.104)

where:
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2GM
v=1-% (9.105)
12 is like the Fourier mode for the extra dimension. As:
r = 00— hes x etV Q2 tpr
r = 2GM — hg, o (1 — 2GM)*CME (9.106)

In this case the scalar mode goes to zero at both r — 2GM and r — oo as hgs — 0. Therefore
there has to be a turning point from one solution to the other. From Eq 9.104, at a turning point,
h' is positive if h is positive, therefore one has a minimum. If A" is negative, h is negative and
we have a maximum. However if h goes from 0 to 0, one has to have a maximum, which is a
contradiction to the equation of motion in Eq 9.104. Therefore there cannot be an instability in
the scalar mode.

The vector mode gives a similar expression. Looking at the tensor mode:

hi e 0
B = ettt hé’“ firr . 0 (9.107)
0 Ksin%6

This does not depend on any angles. Again one has to use the gauge conditions:

Vah™ =0 (9.108)

This can be used to re-express all of these components as a single function:

h(r)eftetn= (9.109)

Then one has to check the issue about regularity and weather h remains small. It turns out
that there is a particular function of Q = Q(u), where u is the wave-number and satisfies:

p<O <G§\/[) (9.110)

In other words, when the length is bigger then r,. The horizon of the black string wobbles:

FI1GURE 53. Wobble of black string
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This method of perturbation theory cannot be used to see what happens beyond the linear
regime. It is simply hinting that it appears large for large L(< /(GM)).

5. Interpreting metrics

Consider four observers; A, I, AT, D:

FIGURE 54. Observes A, I are in an accelerating frame in a rocket, and observers
AT, D are on a spherically mass, like the earth, and D is on a higher surface then
AT,

The gravitational field of the earth describes a Schwarzschild metric. The world line of an
accelerating observer can be parametrised by:

1 1
h = ( sinh at, — coshar, 0, O) (9.111)
a a

in flat space (i.e the coordinates are Cartesian). From Eq 9.111 it follows:

## = (coshar,sinhar,0,0)
i = aPxt (9.112)

The absolute value of the acceleration is a (as there is an

uniformly accelerating observer.

in z#). Therefore this is indeed a

v

FIGURE 55. Space-time diagram for accelerating frame.
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After a given amount of time the observer on the world line above will not be able to commu-
nicate with inertial observers as the world line will asymptotically approach the null ray. Now we
can change to coordinates that are centered on the observers:

t = psinh(a7)
x = pcosh(ar)
dt* —dx? = a*p?dr* — dp? (9.113)

when p — 0,94+ — 0 and we get something like a horizon. The observer is at p = %, in
this coordinate system and this agrees with the definition of z#. p represents the distance of an
observer accelerating at a constant rate. Suppose we center the coordinate system on observer A,
we assume [ is at a constant distance from A, which would represent a constant p.
If I is at a constant distance, then its acceleration is where d is the distance

between A and I.

1 a
a—14d or 1+4+ad’

FIGURE 56. Space-time diagram for two accelerating frames. The region marked
by blue line represents where I and A are in causal constant

Since I is accelerating at the same rate A, I will also have his our horizon, and eventually
and A will go out of causal constant. Now lets look at A*&D, the coordinates for AT:

oy = (t,7e,0)
iy = (£0)
1
. 1 2GM Y\ 2
t = V. 2= <1 — ) (9.114)
Te
The second derivative can be written as:
it = A4Vt
J . Lo
= Emff, + T0 @i, (9.115)
since & is a constant, 717 is zero and:
GM

Ih ik, =TV, ok = (9.116)

2
Te

For observer D, that is a distance d away from the surface of the planet:
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o GM
X N
b (re+d)?
M 2
= G—z (1 — d) ~ 107%d metres (9.117)
g e

This shows that the observers separated by a distance feel different accelerations.

5.1. Acceleration and gravity. Here we will look at frames that are accelerating but no
longer in flat space, but in curved space-time. Let’s start with the metric:

B 1 oy 0x?
ds® = 7142(]:3/)2 [f(y)572 - m - @ - g(x)d¢2
fly) = —1419°—-2GMAy?
glr) = 1—2°>—-2GMAx* (9.118)

This metric does not look familiar. First thing to notice; there are two killing vectors, %, %.
Let’s take 1 to be a periodic coordinate aswell. Next thing to check is the ranges over which these
coordinates are defined. For the metric to be Minkowski, like in the signature, f and g must be
positive.

3
9(x)

FIGURE 57. Form of g(z)

g(z) is a cubic, therefore can have 3 roots. If 2GM is small, then the roots will be close to
+1. If GM A = 0,z = cosf, which gives dQ3 for z,1 part of the metric, therefore we can take x
to be between B and C"

z € [B,C] (9.119)
Similarly:
fly)20—ye[-B, -4 (9.120)
if 2GM A << 1, then root —A is roughly:
1
= 121
5GMA (9.121)

So the y coordinate looks like it has a limit, roughly 1 or m. This looks like an event horizon
and if r = 2GM is an event horizon, then it suggests that we try a coordinate transformation:

1 1

——d 122
1y a7 (9.122)
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Then the root looks like r =~ 2G M, of course these are all orders of magnitude calculation for
the roots of the cubic. With this transformation, f(g) becomes:

1 2GM
= -1 _
1 , 5 2GM
= 53 (1 - A - (9.123)
and the metric is:
ds* L 1 26M A%p? or dr? (same terms as before)
§f = e — r - —
(1 + AT.%‘)Q r A2 (r — 72€M — Azrz)

(9.124)

Comparing to the Schwarzschild, de Sitter black holes, this metric looks familiar, with A being

a potential. But the solution we write down was a solution to the Einstein vacuum equations,
therefore there was no cosmological constant in there, Eq 7?7, has two horizons:

ry ~ 2GM — Black hole

1
ry &~ — — Acceleration horizon (9.125)

A

Going back to the x and 1 coordinates. When z = cos 8, this looks roughly like a sphere not
exactly. Again we have two coordinate singularities. One is close to z = 1, and the other is close
to x = —1. If this were a sphere and we didn’t have this GM A terms of the g(x) function, we
would say = = cosf and not worry about the north pole and south pole singularities, as they are
easy to remove. Here we have a north pole and a south pole, but because the metric function has
been changed, one cannot assume that the singularities at the north and south pole are the same
as they would be with any other sphere. So one has to examine:

x — B (south pole)
x — C (north pole) (9.126)

In each case, we have to check that the metric is regular. Near x = B:

9(z) = ¢'(B)(z — B) (9.127)
where ¢’ is the gradient of g. Defining:

r—B
9B
dz? N 0z?
gBlx—xp)  g(x)
So we have re-defined a coordinate that looks like a radius. This looks like the usual south
pole, but only if ¥ has correct periodicity. Near the south pole, 63:

0B 2

do% (9.128)

92
9(@)dy? = gz — B)dy® = g5 =7’ (9.129)
To identify a ¢p angle:
/
B = @w (9.130)

¢ would have periodicity 27. If we look at ¢':

g = —2x — 6GM Ax? (9.131)
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Looking at the ¢’ at both roots:

l9%| # lgo| = 2 — 6GMA # 2+ 6GM A (9.132)
In other words, if the periodicity is chosen in the i) coordinate such that it is regular at one
pole, then it is not regular at the other pole. This tells us that the periodicity is not exactly
27, instead this is a conical singularity. A canonical singularity can be imagined by imagining a
sheet of paper, cutting out a wedge and fold it up to form a cone. The key feature of a conical
singularity is that the constant r is not 27r, this can be seen them the metric as it has a (1 — ¢)
factor multiplying the 72 term. There exists a physical solution that gives a canonical singularity
(at large scales):

F1cURE 58. Conical singularity on black string

The singularity at point O is smoothed out over large distances, This is object is known as a
cosmic string. This has many singularities with the domain wall. A cosmic string forms when the
vacuum has non-trivial U(1) or circle. This arises in the abelian Higgs model. This solution has
feature of a black hole, and acceleration and these conical singularities on one side (i.e south or
north pole).

So this metric actually represents a black hole that is accelerating of to infinity, and it is pulled
by a cosmic string. Just like the domain wall, cosmic strings also have a stress energy tensor
that is proportional to the induced metric on this string world sheet. Therefore the string has
a very strong tension, so the interpretation is that it is this tension of the cosmic string that is
accelerating this black hole. As shown in Eq 9.132, the difference in the metric at both points is
of order GM A, therefore the greater the mass of the black hole, the greater the canonical deficit,
and the greater the acceleration, A, the greater the deficit. Which is just saying that if the tension
in the string is bigger, then the acceleration is bigger. If the black hole is heavier, then it will take
more effort to pull the black hole of the same acceleration, which again gives the bigger difference
between the metrics, so this picture is actually quite intuitive when thought about psychically.
This metric is called a C-metric.

6. Gravitational instantons

Several quantum affects in general relativity have been discussed so far, however the underly-
ing frame work or field theory has always been classical. Here we discuss the process of tunneling
of the space-itself. This was first discussed by Sidney Coleman[10] and then Frank de Luccia[9)
and it is the same method that is followed here.

An instanton is an event centered on an instant in time, but this time is Fuclidean time. Re-
call the tunneling in QM; as long as V < oo, the incoming wave with energy E will be able to go
through the potential, even if E < V{, with a finite probability:
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1
2 _ " —20d
T = 1+ snnod ¢
1E(Vo—E)
2M (Vo — E)
2 0
o=

Q, = ;/ammw—Ewm (9.133)
0

Vo

Incident energy, E
—

\ Final energy,E'
———

NAWAAR V]

FI1GURE 59. Quantum mechanical tunneling

Qg is like the volume of the barrier. This can be compared to a classical particle moving in a
well:

Vo

_Trajectory of classical particle in
AV | potential well

F1GURE 60. Classical motion in potential well

The motion in this classical potential well would be described by:

.2
z
— = AV
2

/v?Ade = /QAVdT

_ /(Av+;ﬁ>m (9.134)

Therefore by comparing Eq 9.133 and Eq 9.134, the same equations seems to describe the
motion of a classical particle in a well and a quantum particle in a well and a quantum particle in
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a barrier. Generally to compute a tunneling amplitude, we take classical path of particle moving
in an inverted potential. The idea is that in computing the equations of motion of a tunneling
process, one is analytically continuing to Euclidean time and then calculating a classical problem.
The tunneling amplitude is given by:

e SBh (9.135)

where Sp is the Euclidean action of this ”bounce solution”. A particle, calculation tunneling
amplitude is quite simple, but in field theory, the easiest way of computing is to look at the Eu-
clidean equation of motion, calculate the classical bounce problem and its corresponding Euclidean
action and then we can obtain the tunneling amplitude from Eq 9.135.

6.1. False vacuum decay. The Lagrangian of a field, ¢, with a false vacuum is:

1
Ly = 5(00)* = V(9) (9.136)
where ¢ is described by the potential.

4]

¢ . ¢+ )

F1GURE 61. False vacuum potential

The potential is:

V(p) = g(rb2 —n’)? - 6((2;70 (9.137)

The —n has a "false vacuum” state as the potential is not actually a minimum:

¢ = —n= False vacuum ,V =~ ¢
¢ = +4n= True vacuum,V =0 (9.138)

If we are in the false vacuum, then in quantum mechanics the wavefunctions would be affected
by the true vacuum at ¢ = +n and therefore it is possible to tunnel through to the true vacuum.
In this situation the False vacuum state is metastable (i.e it is stable to small perturbations),
however a tunneling process might take it into the true vacuum.

Now we look for a Euclidean time (¢t — i7) solution:

%9 2 oV 2 .2
— = — =2\ — @ 9.139
5o + V0= G = 200(6* — ) + 00 (9139)
Asymptotically, the idea of a bounce means we have to imagine that the background state is
going to be a false vacuum (FV), but there should be a true vacuum (TV), solution in the false

vacuuln.
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In other words, if we go along from left to right in the schematic solution in Figure 62, we
go from the false vacuum, to true vacuum, to false vacuum. In the solution, spherical symmetry
is expected, which means we can go from a 4D partial differential equation to a 1D ordinary
differential equation:

3
¢ + ;¢’ = 229(¢° — 1)
p? = 4P (9.140)

False vacuum

True vacuum

FIGURE 62. Solutions to equations of motion in terms of Euclidean time

The potential has a small energy difference, €, between vacuum solutions, relative to the size
of the barrier. Therefore one might expect that ¢ is roughly constant inside the true vacuum and
false vacuum and goes through the potential barrier between the true and false vacuum quickly
in some region. This is like a thin wall problem. Suppose ¢ varies rapidly in a thin region of p,
centered on p >> f%n This gives the same solution as the domain wall:

¢ ~ ntanh (VAn(p — po)) (9.141)

As long as we are not in the limit v/\n is large, ¢ is essentially constant and the only deviation
is around p ~ pg. The action for this solution is:

2. .4
Sp = 2n2pio — % (9.142)
N—— NI

Wall action N L.
Action inside true vacuum

o is the energy per unit area. If p is a solution to the equations of motion, then py will be a
stationary point of the action, i.e:

oS

2B =9 (9.143)

dpo
which gives:

2 92 30
212 p; (30 — €pp) =0 = Po—_ (9.144)
Substitute this into Eq 9.142:
2704m?

This is the bounce action. Since we assumed that € is a lot smaller than the overall potential
scale, which is represented by o, the value of p, will always be greater than 1:
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po >>1 (9.146)

hence that assumption that everything happens near pg is a good one (as the tanh function
will then start to move away from a constant value in Eq 9.141). Therefore in Figure 62, we have
constructed a bubble of the true vacuum in Euclidean space, R*, which sits at some fixed pg. So
we have a true vacuum for p < pg a wall at py, and a fixed vacuum at p > pg. We can now
continue analytically. Recall:

p* =72+ 7 = pi(At wall) (9.147)

which is, in terms of Lorentzian (i.e non-Euclidean) time:

p* = —t* + 7% = p3 (At wall) (9.148)
Which is a hyperboloid in Lorentzian flat space:

True vacuum

Domain wall

False vacuum

FicURE 63. Hyperboloid in Lorentzian flat space

The tunneling process can be thought of as a Euclidean bubble forming in the past and then
expanding into a Lorentzian space at a given time. To match the solutions of the Euclidean
space and the Lorentzian space, the surface needs to be mapped to a surface which has no time
derivatives (as the real and imaginary parts can only equal each other if the solution is trivial).
In the false vacuum state, the energy momentum tensor is:

T;w = ¢,u¢,u - Lgm/
= Vg/_w
= € (9.149)

Therefore the false vacuum is not flat (as there is a cosmological constant), instead it is a
de-Sitter space-time, and the length scale, L, is:

5 3 3
L® = A= 8Ce (9.150)

where the 87G has been put in to obtain the correct units. If € is small, the length scale of
the de-Sitter space time is big, thus the metric is nearly flat, however the geometry is not exactly
flat and that needs to be accounted for, should one require a consistent solution. Gravitationally,
we need to replace the hyperboloid with dS. Now we can use the Gauss-Cadazzi formalism, for

inside the bubble and outside.

e Inside, the metric is:

ds* = 0p? + p*002 (9.151)
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Wall at pg, and an outward normal is 8%' Therefore from the Israel equations, the

extrinsic curvature is:

K.3=-T%s (a,8€{1,2,3}on 5% (9.152)

e Outside, we have Euclidean de-Sitter space:

ds* = (0x* + sin® x003) L? (9.153)
This is a 4 sphere of radius, L. Where:

3
L =
81Ge
Therefore in this metric, the wall is at xo and here we need an inward normal (as
we are looking into the true vacuum, Minkowski space), so the inward normal is:

(9.154)

10

- 9.155
and:
rx cot Xo
Kt =—-=9a0 — o 9.156

Combining the two solutions for inside and outside solutions, the intrinsic/induced metrics
must be the same on each side, therefore equating Eq 9.151 and Eq 9.153:

po = Lsin xg (9.157)
By equating the metrics at the wall. From the Israel equation, Eq 8.124:

cot xo ¢€Scxo

7 7 = —4rGo (9.158)
—— =
K:B K=-ap
‘Which can be re-written as:
1—
snGol, = 1= 05X0) (9.159)
sin xo

So we get a relation between the tension of the wall, o, the curvature of the de-Sitter space
and the place at which the two different metrics are being identified. The next step is to calculate
the action of the Fuclidean solution:

Sg = / (R+2A) /(R+2A)+/ K £+
F M+ M om+ 8TG  Jon 8TG T JWall

This is the full action, but we also have to subtract off what was already present:

(R+2A) / AK
Sy = —_— — 9.161
b /N - 167G + Wall \87G to ( )

For the de-Sitter space:

o (9.160)

R = —4nA (9.162)

where:

A =8nGe (9.163)
. From the Israel equation, AK = —127Ho:
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X0
Sp = 2€7TL4/ sin® ydy
0
= —%%ng (9.164)
Replace € in terms of L:
3 1 2 . (1 — cos xo)
— 71’/2 - 3 _ . I 2L3 3
SB e 3 €08” X0 — €0S Xo + 3] 7= L” sin Xoi(sinx())éleL
wL?
E(l — cos x0)? (9.165)
Which can be re-written as:
L?(4nGoL)*
Sp = —1 (drGoL) (9.166)

G(1+ (4rGoL)?)?
This is known as the Coleman-de Luccia result and its the action of a gravitational instanton
which goes from de-Sitter space to Minkowski space. It was this procedure of metastability of
false vacuum solution that first led Alan Guth to propose the inflationary model.
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CHAPTER 10

Metrics of the cosmos

Cosmology is arguably the broadest subject one can have, as it is about the universe as a
whole. It brings together all other disciplines of physics to describe phenomena, from stars to
black holes to the cosmic microwave background and the Big bang itself.

1. The important metrics

There are three metrics that are very useful in cosmology:

e Maximally symmetric metrics:

FE, = n dimensional Euclidean space
S, = n dimensional sphere

H, = n dimensional hyperbolic space
dS, = n dimensional de-Sitter space
M, = n dimensional Minkowski space

AdS,, = n dimensional Anti-de-Sitter space (10.1)

All of these spaces are actually related to each other.

e The Friedmann-Robertson-Walker, FRW, metric. As far as we can observe, the universe
at large scales appears to be described by this metric. In this metric, every 3D slice of
this space, is one of the maximally symmetric spaces, which can be scaled in an arbitrary
way (usually as time evolves).

e Black hole metrics, there are two very important ones; the Schwarzschild metric for a
non-rotating black hole and the Kerr metric, which describes a rotating black hole.

1.1. n dimensional sphere metric. To begin with, let’s construct the metric for an n
dimensional sphere. When we imagine a 2D sphere, it is embedded in a flat 3D space. More
generally when we want to construct the n dimensional sphere, it is embedded in a n+1 dimensional
space. Consider:

2t (A =dim(n+1)) (10.2)
In general (for this subsection), capital indices will run over n+1 dimensions, i.e the dimension

of the embedding space. Lower case indices run over n dimensions, i.e the dimension of the
manifold. The metric of the embedding space is just a flat Euclidean, n + 1 dimensional space:

ds®> = Sapdx?dz®
= Supdzda’ + (dz"h)? (10.3)

Now we consider, a surface defined by an equation:

p? = Odaprta®
= Japzta’ + (x"t1)? (10.4)
Now, we can solve for (") in this expansion:

187
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" = +(p? — (5abxaxb)% (10.5)
Differentiating:
1 _
dz" T = :I:i(p2 — 6abx“xb)71 (—2§abdx“dmb) (10.6)
Putting this into Eq 10.3:
ds® = <§ab + pfa_xb2> dz®dax® (10.7)
where:
2 = Sgrab
Tg = 6abxb
Ty = §abx“ (108)

This is the metric for the n sphere.

1.2. Constructing a general metric. Now we want to construct an n dimensional manifold

with a general signature (p, q), i.e p is a spatial direction and ¢ is a time direction. The curvature,
K, can be:

K =+1,0,-1 (10.9)

and the radius of curvature is p. Again, let’s take a flat n + 1 dimensional embedding space:

ds® = NPV dada® + K (dz" ) (10.10)

where n((l’;’q) is the flat Minkowski metric with signature (p, q). We also take the same embed-

ding equation:

Kp? =502 + K (a")? (10.11)

Now the same procedure used for the sphere is used; eliminate z"*! from the embedding
equation, differentiate it, put in into the metric of the embedding space, to get an n dimensional
line element:

Kz,
ds? = <ngqu> + /J;;) dz“da® (10.12)
where:
2 = Uiﬁ’q)l‘al"b
Tq = né’é’q)xb
o, = P9 (10.13)

This is the metric for maximally symmetric space. A summary of the different spaces is given
below:

K=+1|K=0|K=-1
Signature (n,0) Sh E, H,
Signature (n —1,1) | dS, M, AdS,,

TABLE 8. Comparison of different maximally symmetric metrics
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Maximally symmetric metrics have a signature (p,q) with ¢ > 2 (i.e two or more time-like
directions) are not observed in nature. These types of metrics would have some strange properties.
For example, they would have closed time-like curves, therefore it would be (theoretically) pos-
sible to travel back in time and this leads to the usual paradoxes, such as the grandfather paradox.

As in general relativity, an important object is the inverse of the metric tensor, as that provides
a mechanism for converting contravariant objects to covariant objects and vice-versa. Suppose

77&? a) is the inverse of n((li’q), then the inverse of g((f;’Q)K is
Kazozb
ab __ ab
Ipaok = Mpa) ~ 2 (10.14)
This can be explicitly shown as follows.
Cram 20.
E] K (& C
gl e e =8¢ (10.15)
Proor 20.
b..c
(P ) K  be _ (p,a) Lalb be T
Yab ~ Ipg)k = (nab +Kp2 _ KxQ) (n(pyq) - K 02 )
b,.c 2 b,.c
 (0,a) be P T T be TaXp Kezx xpx’x
= Nab Mp,q) ~ Mab K 02 T gt 3 Kz2 p2(p? — Ka?)
_ s Kz x° LK Tax€ K2z, x¢x?
“p? p? — Kz?  p?(p* — Ka?)
= 65 (10.16)
Next we calculate the Christoffel symbols.
CrAIM 21. The Christoffel symbols are
o = g2 gPoK, (10.17)

2 Jbe
o

PRrROOF 21. The generic form of the Christoffel symbols is given in Eq 3.111. Computing the
terms individually

o9 _ 0 2D 4 pe ToTd
Ox* oze \ 't p? — K2
B 6n£§’q) 0 Kuxyxy
- Oz ozc \ p? — Kz?

677,55"1) Kxg Oxp Kz, Oxg 0 1
_ Y 0% g (2 ) (101
Oxc p? — Kx2 Oz¢ + p? — Kx2 0x°¢ + A TeTa Oxb \ p2 — K2 (10.18)

and similarly

(P.a)K (P,2)
09,4 _ ey Kxq Oz Kz, 0Ozq v Koy 0 1 , (10.19)
b Oxb p?— K229zt p?2 — Ka? Oxb oxb \ p?2 — K22
dg I ppa) Kz, Oxyp Kz, Oz 0 1
c = c S S —— - 14 —_— . 10.20
Oxd Oxd p? — Ka? dz4 * p? — Ka2 0zd + AT Oz \ p?2 — Ka?2 ( )

Now use the identities; zh = 0f, Tap = n((f;’q), 22 = 2x,, % 2, = 22 and substitute the

individual components into Eq 3.111 to get

a
g, = Kf}—zgéf’qm- (10.21)
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Once we have the Christoffel symbols, its relatively straightforward to show the following
relations,

Rig = g(ﬁﬁgéﬁ’qm*ﬁgﬁ?qm) (10.22)
Rabed = pﬁ(géﬁ’qmgéﬁ’qm—giﬂ’q)Kgéi”“)K) (10.23)
Ry = mpgl)Kgi’;"’)K (10.24)

R = "(”p_zl)K (10.25)

Note that these four equations are tensor equations, therefore they are completely general
and are valid in any coordinate system. The metrics in these equations are soutions to Einstein’s
equations in the vacuum, G, + Ag,, = 0, where

Kn—-1)(n-2)

A=
22

(10.26)

2. FRW space-times

From the assumptions of isotropy and homogeneity, FRW space-times are symmetric in all
spatial directions, which means that all of the changes in this space can be encompassed in one
term, a(t), which is known as the scale factor. The (n+ 1) dimensional FRW metric can therefore
be written as

ds® = g datde” = —dt? + a® g daida? (10.27)
By a coordinate transformation of the form x* = p#' and pa(t) = a(t), the p in gi(?’o)K can be
set to 1. From Eq 10.14, we can find the inverse metric components
gzj 0)K
=—1 =0 U= 10.28
goo ; g ) a2 (t) ( )
And the Christoffel symbols follow
F80 = Ff)o = ng =0
i i 0K
Ly = HSj, T9 =Hgy, Tlj=Kakg"". (10.29)
The components of the Ricci tensor are
a a K
Rop=-n—, Ro=0, Ry=|- D) (H*+ =) ) g5 10.30
00 n, 0 j (a+(n )( +a2)>93 ( )
Finally the components of the Einstein tensor, G = g"’ R, — 30! R, are
Goo = M=V (o K (10.31)
00 - 2 (],2 .
Gos = 0 (10.32)
a n—2 K
Gij = —(n - 1) (a + (72) <H2 + a2>> Gij (10.33)

The stress-energy tensor in FRW space-time is that of an ideal fluid
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-p 0 0 O
O P 0 O
no_
TH = o o P ol (10.34)
0 0 OoP
which can be written as
Too =p, Toi=0, Tij=pgi- (10.35)

Putting the ingredients back into the Einstein equations, Eq 4.43, gives two of the most
important equations in cosmology. First, is the Friedmann equation

_ 16Gyp+2A K

H? - =
n(n —1) a?’

(10.36)

and the continuity equation,

p=-nH(p+ P) (10.37)

The continuity equation is obtained by the 00 component of the Einstein equation, and its
time derivative, to simplify the ¢4 component. There is another (quicker) way to derive this relation
from the conservation of the stress-energy tensor, %" = 0.

2.1. Standard coordinates for FRW space-time. Since the FRW universe is homogenous
and isotropic, the natural coordinates for the FRW metric are the spherical polar coordinates under
which the line element becomes

2

1-Kr

ds* = —dt* + a*(t) ( + r2d92) : (10.38)

It is conventional to define a new radial coordinate, x, as r = Si(x), where

siny (K =+1)
Sr(x) = 4 x (K =0) (10.39)
sinhy. (K =-1)

Now, the line element can be written as

ds® = —dt?® + a®(t)(dx> + S%(x)dQ?). (10.40)

It is also conventional to define a conformal time, n as dt = adn. Sometimes the definition of
conformal time is given in integral form as

n(t) —no = /t a(z) S tn) —to= /n a(n)dn. (10.41)

In terms of this conformal time, the line element becomes

ds* = a’(y) (—dn® + a2
1—Kr?
= a*(n) (—dn® + dx* + Sk (x)dQ?) . (10.42)
A word on notation; @ = 92 and o/ = 92

= dt = dn"
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2.2. Motion in FRW space-time. Now let’s see how free particles behave as they move
along the geodesics in FRW space-time. Let the geodesic, z#()), followed by the particles, to be
defined by the affine parameter, A\. The tangent vectors to the geodesic is the 4-momentum, p*,

dat
P = %. (10.43)
Therefore for a particle with mass m, A is related to proper time 7 by dr = md\. The geodesic
equation, Eq 2.25, in terms of A and the coefficients of affine connection (i.e the Christoffel symbols)
is
dp#
—— 4+ T" pp? = 0. 10.44
d)\ + ozﬁp p ( )

The p = 0 component of the geodesic equation is

dpo 2
— + HP* = 10.4
N + 0, (10.45)

where, P = (g;;P'P7)%, is the magnitude of the spatial momentum. Taking the differential
of the equation, m? = —gu PHPY = (p°)? — P2 yields p®dp® = PdP. This can be used to re-write
Eq 10.45 as

P
P (‘fﬁ) + HP?=0. (10.46)
Which can be simply integrated to get
1
P x o (10.47)

This result applies to both massive and mass-less particles. First let’s consider massive parti-
cles. From Eq 10.47, if the particles are initially at rest, relative to the spatial coordinates, then
they will remain at rest. These are called co-moving observes. It is quite common to actually
define a coordinate system in which particles remain stationary with respect to the coordinate
system, such coordinate systems are called co-moving coordinates. Even if a massive particle ini-
tially has a large, non-vanishing 3-velocity relative to the co-moving coordinates (called its peculiar
velocity). Eq 10.47, shows that the cosmological expansion causes the particle to gradually come
to rest relative to them; an affect known as Hubble drag. Although the “coordinate distance”
or “co-moving distance” between any two co-moving observes remains constant with time; the
“physical distance” between grows o a(t); this is what is meant by the expansion of the universe.

Coming to mass-less particles, even though a mass-less particle does not come to rest (it always
move at the speed of light), it feels a kind of Hubble drag through the relation; P = p° = hw; that
is the energy and frequency decrease (from the de Broglie relation) and its wavelength stretches
as the universe expands. This phenomena is known as cosmological redshift. This effect had been
measured by Hubble before the full understanding of general relativity came about to describe it.

Now let’s analyse the horizon structure of these space-times. To get the basic idea, we can keep
P

things simple and consider a spatially flat FRW metric expanding as a(t) = ag (%) (0 <t < 00).

If we switch to conformal time 7, this becomes

n\T

a(t) = ag <) (10.48)
o

where 0 < < oo if p <1 (e if @ < 0, deceleration) and —oco < n < 0ifp > 1 (i.eif d > 0,
acceleration). First suppose, that at time, ¢, and conformal time 7, = n(¢.) an observer emits a
photon from x = 0. Let’s follow this photon’s trajectory forward in time. Firstly, a photon will
have a null trajectory, as ds? = 0, and hence dn = dy, so at a later time ¢t > t,(n > n.) it will
have reached a co-moving radius x(t) = n(t) — n.. If we trace the photon all the way to t = oo, it
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will reach a co-moving radius x. = x(t = 00). Note that yoo is infinite for p < 1, and finite for
p > 1; we say that when p > 1, the observer is surrounded by a future horizon or event horizon- a
surface beyond which the observer cannot send signals (This is analogous to the role that a black
hole horizon plays for all observers inside the black hole).

Next suppose that at time ¢, and conformal time 7, = 7(t.), an observer receives a photon
at x = 0. Let’s follow the trajectory back in time. Again, it is traveling on an null trajectory,
therefore ds? = 0 and hence dn = —dy, so at an earlier time ¢ < t.(n < 7,) it was at a co-moving
radius x(¢) = n. —n(t). If we trace the photon all the way back to ¢ = 0, it came from a co-moving
radius xo = x(t = 0). Note that xo is finite for p < 1, and infinite for p > 1: we say that when
p < 1, the observer is surrounded by a past horizon or a particle horizon, i.e the observer cannot
receive signals from beyond the surface (this is analogous to the role that the black hole plays for
all observers outside the black hole).

2.3. Motion of FRW space-times. The expansion history of a FRW space-time is deter-
mined by the amount and type of matter it consists of. To see this, first look at the Friedmann
equation

871G K
H?=—p—— 10.49
3 P2 (10.49)
If p(t) is {equal to, greater then, less then} the instantaneous critical density, p.
3H2(t)
. = , 10.50
pe= g (10.50)

at some time, then it will be {equal to, greater then, less then} the critical density at all times;
such a space-time has {K = 0, K = 41, K = —1} and is called a {flat, closed, open} universe.

To get a feel for how these types of universes behave, imagine a universe that contains only a
single matter component with a constant ratio, w = %. This w is often known as the equation of
state parameter. The continuity equation, Eq 5.41, integrates to give

a —3(14w)
P =po (> . (10.51)
ao

Putting this into the Friedmann equation Eq 10.49:

H2

— —. 10.52
3 ao a? ( )

Let’s first consider what the different values of K mean. First suppose the universe is “flat”
(K=0), then H? > 0 implies p > 0; we can integrate the Friedmann equation to find the evolution

of the scale factor;

_ 8nGpo ( a )3(1+w) K

i\
a(t) = ag (to) (K =0,w# 1)

a(t) = apexp(Ho(t—19)) (K =0,w=-1), (10.53)

equivalent expression in terms of conformal times are;

R R ()

a(n) = agexp (aoHo(n —10)) (K =0,w= —é) . (10.54)

Such a universe either expands monotonically from a = 0 to a = co, or contracts monotoni-
cally from a = 0o to a = 0. The age of the universe, ¢, is related to the instantaneous expansion
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rate H(t) by t = m

Next suppose the universe is “closed”, (K = +1), then H? > 0 implies p > 0 and, even more
)73(14»(.«))

1
R

strongly %po (% For w > —%, this means the universe expands from a big
bang, (a=0), up to maximum size a = a,, and then re-contracts to a big crunch (a=0); and for
w > —%, the universe contracts from a = oo to a minimum size a = a, and then re-expands to

a = o005 in each case the extremal size a, is given by

3
Finally, suppose the universe is “open” (K=-1), then H? > 0 does not imply p > 0; instead it
implies the weaker condition:

1
8rG 3w
as = ag (Wp0a8> . (10.55)

8rG a\ 30t 1
3 Po >

If p > 0, this condition is never saturated, the universe expands monotonically from a = 0 to
a = 00, or contracts monotonically from a = oo to a = 0, much like the K = 0 case. The only
difference is that the evolution is divided into an “early phase” and a “later phase” which have
different characters, because the RHS of the Friedmann equation is dominated by the 8%67’ terms
in one phase, and the —a—lg term in the other. The final possibility is p < 0; then for w > —%,
the universe contracts from a = oo to a minimum size a = a,, and then re-expands to a = oo
and for w < f% the universe expands from a big bang (¢ = 0) to a maximum size a = a?* and

then re-contracts to a big crunch (@ = 0); the extremal size a, is given by Eq 10.55, with pg — —po.

(10.56)

ao a?’

In fact, the general solution for w and arbitrary K = 0,41, —1, may be found as follows; move
the 7% to the left side of the Friedmann equation; divide both sides by 8nGp , so that the RHS

3
(A+3w)

equals 1; now note that if we define Aa = (l) ° , where A = \/87Gpa3/3 is a constant, the

ao

equation becomes

2
1= (1 J;?’w) (@)? + Ka2. (10.57)

The solution to this equation is

143
ato) = s (L), (10.58)
and hence!
_ aga (N
a(n) = agA®S% (E) , (10.59)
where Sk was defined before and a = H% It used to be thought our universe contained
two types of matter; a gas a of relativistic particles with w = % (“radiation”) and a gas of non-

relativistic particles with w = 0 (“matter”)

—4 -3
” a m a
_ - . 10.60
p Po (ao) + Po <CLO> ( )

In such a model, the universe should have been initially radiation dominated with p =

ag

—4 23
0 (a%) , and then “matter dominates”, with p = pg’ (i> . Then the model we have also

predicts that universe should become “curvature dominated” at late times, i.e the —Q—K; should
eventually overwhelm the % term on the RHS of the Friedmann equation. The universe we

LThis is a result I have been trying to find ever since coming across universe models in the FRW metric!
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observe does not appear to have entered the curvature dominated phase yet, even though it is 13.7
billion years old. This is known as the flatness problem.






CHAPTER 11

Matter in the universe

1. Thermodynamics and statistical mechanics of the universe

The fundamental concept in statistical mechanics is phase space,

N

Z

v

-

X

FIGURE 64. Schematic of phase space, with section in blue showing an infinites-
imal volume V.

The most basic object is the distribution function in phase space, f;(¢,Z,p). This function
gives the expectation values of the number of particles of species, 7, in the volume, V', above,
by fi(t,Z,p)d*Zd®p. To obtain the number density in physical space of that species of particles,
n;(t, &), one has to integrate over the momentum,

nit3) = [ &5 (4.2, (1)

If we want to calculate the energy density in physical space, p;(Z,t), then one requires the

energy of a point in phase space, which is also a distribution, E(p, m;). Now the energy density
in physical space is simply

plt.) = [ RrE 5O EGm). (11.2)

Finally the pressure, P;(Z,t) is given by

)
o N a—
Pi(t, 2) =/d3pf¢(t,x,ﬁ)ﬁ (11.3)
These are the general expression that works for any distribution function. There are two
special distribution functions that are often used in physics. If the particles being considered can

197
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be approximated by an ideal gas of bosons or fermions, then the distribution function for these
particles are the Bose-Einstein and the Fermi-Dirac distribution respectively. If the particles of
mass m; are in thermal equilibrium at temperature 7', and chemical potential ;, then the expected
number of particles in any tiny volume h® = (27h)3 in phase space is given by

1
exp (i;‘T‘) F1l
where the minus sign is for bosons and the positive sign is for the fermions, and E = \/p2 — m?2.
The next step is to change the integration variables in Eq 11.1, 11.2 and 11.3 from p'to E (we can

do this because E = y/p? — m?) and substitute in for the distribution function in Eq 11.4 to get

fi= (11.4)

1 [ (E?—m2):EdE

n, = —5 (11.5)
2’]T2 mi exp (E;f’fz) q: 1
1 [ (E?—m2):E%E
o= 11.6
P 27T2/ (11.6)

m;  exp (%ﬁ”) F1

1 [ (E?—m2)2dE
P o= j/ (E® —mj)2dE (11.7)
67 Jim: exp (—Ei"> F1

As is done with most complex equations, to get an idea of what they mean, we take the
equations to appropriate limiting cases to get an appropriate equation and analyse this. In this
case the limiting cases that will be used are when the particles are highly relativistic or when the
particles are non-relativistic. In the relativistic limits (T' >> m;, u;, n;) simplifies to

¢(3)
i = ?TE’ (11.8)
and for p;,
2
o
;= —T 11.9
pi= 55T (11.9)

This is for bosons, for fermions one has

ng = <3> @TE (11.10)

4) w2

7\ w2
pi = <8> %T{l. (11.11)

The pressure is evaluated using the relation,

and w; = % for both bosons and fermions (in the relativistic case). Going to the non-relativistic
limit, T" << m;, with p; < m; we have,

3
mT\ 2 s
n, ~ <2;> exp (Msz) (11.13)
pi = mni (11.14)
P~ Tn,. (11.15)

Note that the equation for n; is saying that in thermal equilibrium, as soon as T < my,
the number density of the particles starts to be exponentially suppressed. The equation for p; is
intuitive as in the non-relativistic limit one expects the total energy of a system to be dominated by

the mass energy (i.e the kinetic energy is negligible). Note that from w = %, w=0asm; >>T,.

i
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Another point that needs pointing out is the fact that we have immediately assumed an ideal gas
distribution function to compute n;, p; and P;. These distribution functions describe a lot of the
universe that we observe, however, they are limited by the fact that they only work in thermal
equilibrium. If one tries to describe the very early universe, this distribution function no longer
works, therefore one has to generalise the distribution function. The equation of motion followed
by the distribution equation is called the Boltzmann equation. This equation needs to be solved
for the most general solution of f;(t, p, ).

2. Entropy

The universe has been expanding for a long time, so it is obviously not in thermal equilibrium.
This raises the question; why are we considering an expression that only holds in thermodynamical
equilibrium. The answer is that we can find the universe at a point in time where it is in thermal
equilibrium and then use the entropy to find out its state at a later time, when it is not in thermal
equilibrium. Under adiabatic conditions the universe would actually remain thermal equilibrium
throughout its expansion. Adiabatic conditions are when the rate of expansion of the universe,
H= %, is much slower than the rate of collisions between particles.

In a fluid, one can think of entropy density, s, such that the total entropy, S, is given by S = sV,
where V' is the spatial volume. One can get S using the first law of thermodynamics,

dE = TdS — PdV (11.16)

Substituting for £ = pV and the total entropy,

d(pV) =Td(sV) — PdV (11.17)
This can be written as
ds dp
(p+ P —Ts)dV = (TdT - dT) VdT. (11.18)

The coefficients of dV and dT must be 0, therefore

p+P
_ ] 11.19
— (11.19)
For relativistic particles P = %p;
4p
= —. 11.20
5= 37 (11.20)
Substituting for p from Eq 11.11 gives
272
=1 11.21
this is for fermions, for bosons it is,
7
Sp = gSf. (1122)

Now if one is in adiabatic conditions, there is no heat transfer therefore dS = 0, i.e S is a
constant. Since V o a3, s o< a73, so from Eq 11.21, T &< a™ !, i.e temperature drops linearly with
the expansion of the universe.
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3. Big Bang Nucleosynthesis (BBN)

BBN was discovered by Gamow. When we look out into the universe we see an abundance
of the elements present in the periodic table out in the universe. At large, the universe contains
about 75% of hydrogen, 25% helium and the rest of the elements are simply negligible.

In the middle of the 20*" century, it was worked out that stars actually generate their energy
from nuclear reactions, converting, predominantly, 44 — He (the p-p chain to be more general).
Fusion reactions continue until we get to Iron, Fe®®, as that is the most stable nuclei (has the
maximum binding energy per nucleus). All of the elements heavier than Fe55, are produced in
non-fusion processes like supernova explosions. Gamow and other people realised that if the uni-
verse started off 100% hydrogen then it was not possible to generate 25% helium simply by stellar
fusion reactions.

Gamow showed with a rough back of an envelope calculation that this observed ratio of hy-
drogen to helium could be explained by the production of helium at the big bang. Suppose we
start the universe when it was at a temperature of 10 GeV. At this energy, the particles that
are present are the usual protons, neutrons, electrons, photons, neutrino’s. These are all still
relativistic. Since n; oc T2, all of these species has a number density that is roughly the same.
When the universe cools down by a factor of 10, i.e T' &~ 1GeV, the protons and neutrons start to
become non-relativistic. The number density of a non-relativistic species is given in Eq 11.13, and
so we see that in the non-relativistic case the number density of these non-relativistic particles
drops exponentially (i.e the particles decay to lighter particles that are thermodynamically more
favorable). Here in-lies the problem; by he fact that there still is matter in the universe, all of the
matter did not annihilate with anti-matter. It turns out that for every 10° p, there were 10° +1,p
(i.e one p of a billion was left over an average).

So now, the cosmological zoo of particles has e, e™,, v's all with roughly the same number density
with a very small number of p’s left. It is an observed fact about the universe, that, n, which is
defined as the ratio of baryons to photons is 1072, This slight access of matter over anti-matter
is one of the biggest problems in physics and demands an explanation (other than the anthropic
one!). This process is known as baryogensis and will be discussed in a later section.

n

FIGURE 65. Feynman diagram of Eq 11.23 in Fermi theory.

Now let’s continue to decrease the energy of the universe. The neutrons and protons have
now annihilated and a very small number of them are left over. However, the energy scale is still
much longer than the energy scale of the binding energy, MeV, and thus the neutrons and protons
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have not formed nuclei. The remaining protons and neutrons are in thermal equilibrium with the
remaining particles (electrons, neutrino’s etc) by the reaction

pT e o n+u,. (11.23)

The idea now is to find the point at which the rate of the reaction in Eq 11.23 is slower

than the rate of expansion, H, at that point, as at that point the equilibrium of this reaction is

broken. At the time in which this reaction was first being thought about, Fermi’s theory of the

weak interactions was generally accepted, therefore the reaction in Eq 11.23 has a diagram shown
in figure 65. In the standard model however, the diagram is given below.

FIGURE 66. Feynman diagram in of Eq 11.23 in the standard model.

Ignoring CKM elements the rate is oc gzﬁ, however since M,, >> p, we can approximate

this by A%—Z, which is equivalent to G according to Fermi theory,

2
g -5 2
Gr =~ — ~ 107°GeV". (11.24)
M3,
The rate, I, is approximately GZT° (by dimensional analysis). Comparing this to the expan-
sion rate, H. H is given by the Friedmann equation,

871G
H? = ”3 L (11.25)
The energy density, p, of the universe can be re-written in terms of the temperature, p oc T4,

from Eq 11.9

H? ~ %g*T‘l (11.26)

where, g. is the effective number of degrees of freedom. Therefore H is of the order of % (as
P

G = N} ). Equating, H to I solve for T, we get T' = T, ~ 1MeV for the temperature at which
p

these reactions can no longer take place. After this temperature, thermal equilibrium is no longer

maintained. The number density of protons, n,, at this temperature was

Ty M,
n, = (m;ﬂ ) exp (— Tp)- (11.27)

Similarly, the number density of the neutrons, ny, was

3
MyT\ 2 M
ny = ( 21\; > exp <— Tiv> (11.28)

As a first approximation, after thermodynamics ceases to be effective, the protons and neutrons
do not do anything. The proton is stable, it’s lifetime is much longer than the present age of the

e
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universe. The lifetime of a neutron is roughly 15 minutes, however all of the processes being
discussed happening in the very early universe, therefore neutrons can also be considered stable.
The ratio of the number of neutrons to the number of protons at T is

nnN -~ MN — Mp
= exp ( T ) (11.29)

T, is sometimes called the freeze out temperature, My — M, ~ 1.3MeV, and T =~ 0.8MeV
(comes from the full calculation). This gives a value for this ratio as about §. As soon as T drops
below the binding energy of helium, it is favorable for neutron/proton to be in a helium nuclei
and thus helium nuclei are formed. However in the time it takes for T' to drop below the binding
energy some of the neutrons will decay, therefore the rate actually becomes smaller, ~ % The
mass density in the helium nuclei will be twice the mass density in neutrons, and the ratio to the
mass density is,

2M N 1o 2 1

= =, (11.30)
MN@(MP + My) (% + 1) 4

Which shows that 25% of the mass of the universe is helium, which agrees with observation.
One possible discrepancy between BBN predictions and observations has emerged; the predicted
abundances of lithium appears to be about a factor of 3 higher then the abundances observed in
outer layers of the lower metalicity stars.

There is analogous calculation to check when the CMB was formed, i.e when did the photons
stop interacting with matter. Electrons and protons can bind together to form hydrogen atoms
(or helium atoms). When the T is greater than the binding energy of these atoms (not nucleil),
the electrons do not orbit the nucleus due to their large kinetic energy. A similar calculation to
the one just done (for protons and neutrons to form helium nuclei), we can find a Toarp which
is the temperature at which electrons are bound up with nuclei to form atoms. Prior to this
transition, photons could scatter of a lot of particles and hence had a very small mean free path
(relative to t he size of the universe). As soon as atoms formed, the photons stopped colliding
with matter and there mean free path become almost infinite. Calculating, Toarp will give an
idea of the wavelength of the photons at the time of Ty temperature and these photons are
predicted to still be around today at a much higher wavelength (microwaves). The temperature
of these photons is measured today as T ~ 3K. Tcap was ~ 3.3 x 103K and since T oc a™ !, the
universe was smaller by a factor of about 1000 at that time. The moment at which the electrons
combined with the nuclei is known as recombination.

4. Dark matter

4.1. Why dark matter? Dark matter was first discovered by Fritz Zwicky in the 1930’s.
He observed that individual galaxies in a cluster of galaxies were moving much faster than could
be accounted for by the gravitational energy present in that cluster. Which lead Zwicky to believe
that there was more mass then was visible in the cluster, to account for this motion. Zwicky’s
work was largely ignored until the 1970’s when Vera Rubin analysed the galaxy rotation curves
(the velocity at which stars in a galaxy are orbiting the center). This observation has been backed
up by many different types of experiments that all appear to point to the same abundance of dark
matter, which is why dark matter is strongly expected to exist in the universe.

In BBN, we saw that when T" &~ 1MeV, the protons and neutrons combined to form the light
elements in the periodic table. In particular we showed that the matter in the universe is dis-
tributed into about 75% hydrogen and 25% helium (by mass). This prediction is quite robust,
more specifically, it does not depend on 7 (the baryon to photon ratio). On the other hand the
percentage of Deuterium does depend of 7. As 7 is varied at the time of BBN, the predicted
amount of deuterium varies a lot, and so by observing the amount of deuterium in our universe
one can put a limit upon the value of 1, which is ~ 107°. This value of 1 agrees with value of
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predicted by the number of protons and neutrons observed in galaxies and the universe in general.
If one assumes that the matter needed to account for the light curves of the galaxies comes from
protons and neutrons (i.e baryonic matter), then the predicted value of n is completely different,
therefore the matter required to account for this gravitational affect must not be baryonic matter.

4.2. Baryonic acoustic oscillations. Another measurement independent of BBN of this
quantity 7, is in the CMB. At the time when the CMB photons were released, (recombination)
the universe contained a plasma and also (we suppose) dark matter, that did not interact with
anything. Suppose that the density of matter of the universe was varying slightly in position.

t; > t,

A S t2= tm

p t, = t,
X

v

FIGURE 67. Schematic showing the baryonic acoustic oscillations. t,, represents
the time at which matter is dominant, ¢, is the time at which radiation is domi-
nant.

When matter started to dominate over radiation, the energy density at the peaks increased
(as matter started to attract more matter from less dense regions). However the plasma also
contains photons, which do not interact with gravity and are bound by the their collisions with
the electrons and protons. Therefore there is a constant tug of war between the gravitational
forces and the pressure coming from the radiation. As photons move around in the plasma , they
oscillate and these oscillations can become “quantised” into phonon’s that produce sound waves.
So the spectrum of the CMB shows the peaks corresponding to wavelengths that happen to be at
the peak of the amplitude of their oscillations when recombination happened. The first peak is the
peak corresponding to the longest wavelength that from the beginning of the matter dominated
era to the time of recombination only had time to complete half an oscillations (i.e get to its peak),
the second peak corresponds to wavelength that had time to complete one full oscillation and so
on. Dark matter played a crucial role in this spectrum of the CMB, by providing deep potential
wells that set the size of these oscillations.

Everything described so far relies on the gravitational interaction of dark matter. Therefore
the obvious thing to ask is, what if it is gravity that is not behaving as we expect. If gravity is
described by general relativity (as we think it is), then one is forced to postulate the existence
of this dark matter!. If dark matter was matter from the baryonic sector, it would have had to

IThere is a new theory proposed by Mukhanov, called Mimetic dark matter, http://arxiv.org/pdf/1308.5410v1,
which modifies Einstein’s gravity to account for the effect of dark matter.
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collapse into a black hole (due to the restriction imposed by 7). These black holes would have
had to have formed prior to BBN. These types of suggestions generically fall under the name of
massively compact halo objects, MACHOSs, which contain any matter that is highly dense but just
not visible, for example brown dwarf stars.

The other possibility is that they are some new elementary particles that interact via gravity.
These types of particles are called weakly interaction massive particles, WIMPs. MACHOs are
heavily constrained by observational evidence, however are not completely ruled out. If MACHOs
were really around, one should be able to observe them using gravitational micro-lensing. Micro-
lensing works as follows; if one observes the intensity of light coming from a star, it would be
expected to be roughly constant. Now if a MACHO, say a black hole, goes in front of it, then
the light from the edges of the star will be bent towards the center and if the observer is in
the same line, the intensity of light will appear to increase. This increase in light can be pre-
dicted for different MACHOs and observations have basically ruled out MACHOs in the range,
10_8Msun < Myacuao < 2Mgyn-

If there are massive new elementary particles in the universe, we can break them down into
two categories.

(1) Thermal relics: Particles that were in thermal equilibrium in the early universe and
once they reach their freeze out temperature, they would have stopped interacting and
traveled through the universe ever since.

(2) Non-thermal relics: Particles that were never in thermal equilibrium and had their abun-
dances set by some other process. The classic example for this particle is the axion.
There is a problem in the standard model of particle physics called the strong CP prob-
lem, which can be solved by the introduction of this particle which also happens to be a
good candidate for dark matter, that is a non-thermal relic.

Thermal relics can be subdivided further into hot-thermal relics or cold-thermal relics. If the
particle was relativistic after its freeze out temperature, it is said to be a hot thermal relic and
the opposite definition for a cold thermal relic.

As an example, lets take a close look at hot thermal relics. Consider a hot thermal relic particle,
X. After freeze out, one can assume the number density n, decreases with increasing volume.
Similarly the entropy density, s, decreases with volume if we assume adiabatic conditions (i.e total
entropy is the same). Therefore, the ratio "TX is constant. Let’s denote the number density today
by ny,0 and at freeze out it is n, ¢. Similarly the entropy density today is so and at freeze out it
is sy. Now we can form the equation

Db _ IS (11.31)
S0 sy '

All the quantities except n,,0 are knoww, therefore we can solve for n, o

S0

Ny 0 = <sf) Ny, f (11.32)

where,
272
S0 = Gs,0 (45> TS’
272
Sf = gs,f (45> T;:)
(3
Nyf = Oy <7§2) T3, (11.33)

Substituting these into Eq 11.32,
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3
95,0 To) (C(3)> 3
Nyo = —— | gy|l—=5"]|T
* 9s.1 (Tf N2 )

9s,0 ¢(3)

= s Tg)gX — -
9s.f n
It is safe to assume the x’s are non-relativistic today, the present energy density due to the

X’s can therefore be approximated by p,,0 = m,ny,o,

(11.34)

95,0 13 C(?))
Px,0 =M Ty gy —5"- 11.35
X ng,f 09X 2 ( )
. . oy . 3H3m2, .
Comparing this to the critical density, p.o = —g—* gives,

P _ 8C(3) gngso myT5 (11.36)

Pe,0 3T gsf Hgm?,l

Some of the numerical values are gso = 3.91, Hy = (2.13 x 10742)hg0GeV, mp ~ 1.22 x
10GeV and Ty = 2.35 x 10~ 13GeV. This gives

Pxo _ 9 8X 1077 my (11.37)

Pe,0 9s,f  hige €V
This result is for y particles that are bosons. If one has fermions, then there is an extra
multiplicative factor of on the RHS of Eq 11.37. From observations we know that 2 o 0 < %,
which provides a constralnt on m, via Eq 11.37. Note that the neutrino (which decouples around
T =~ 1MeV) is an example of a hot thermal relic, therefore we get a limit on the mass of neutrino’s

via this calculation aswell.

After the x particle decouples they are still relativistic, so they stream across the universe like
mass-less particles until the Hubble drag finally makes them non-relativistic, and brings them to
rest relative to co-moving observers. Before coming to rebt they travel a co-moving distance which
is roughly equal to the “co-moving Hubble radius”, —, at the moment they come to rest. This
would wipe out the formation of all cosmic structure formatlon on length scales less than or equal
to this co-moving scale, in conflict with observations. Thus hot thermal relics are observationally
ruled out as dark matter. This procedure of equating the ratio of number density to entropy
density at different times, is quite common and can be applied to cold thermal relics aswell.

5. Vacuum energy

The action for general relativity is
2A

S = /d4x\/ (16 G +meer>. (11.38)

Where Lqiter is any matter Lagrangian. This action is varied w.r.t g, to obtain Einstein’s
equations

G + Agpy = 87GT,,,. (11.39)

G comes from the variation of R in the action, Ag,, comes from the variation of the A term

in the Lagrangian and 87GT),,, comes from varying the L,qster W.r.t g,. One can also move the

A term on to the RHS, where it is considered a component of the energy density (as supposed to
the curvature),

G =81GT,, — Aguu. (11.40)
The A acts as a source of energy now, so we are at liberty to include the A term inside 7}, to

define a new stress energy tensor, T}, to get
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G = 87TGT;“,. (11.41)
If Latter is that of a scalar field, then it takes the form
1 2
Lmatter = _5(8M¢) - V(¢) (1142)

The potential, V(¢), can be chosen arbitrary according to the field theory being analysed.
Suppose V(¢) takes the form in figure 68,

V()

I

v

A

\/ ¢

FIGURE 68. The blue line shows the shape of the potential, V(¢) in Eq 11.42.

the vacuum state is when the scalar field is constant in space and time (therefore 9,,¢ = 0) and
it is sitting in the minimum potential value aswell. The minimum value of this potential is called
vacuum energy and it basically plays the role of shifting the potential minimum up or down by a
given value. There is observational evidence for the existence of a positive cosmological constant.
The Friedman equation with the cosmological constant is

8nGp K A
=3 —;—i—g. (11.43)

H2

5.1. Old and new cosmological problem. It appears that we happen to live at the time
at which the A is starting to dominate over the matter, causing the universe to accelerate. If we
lived in an era in which A did not dominate, then we could have never observed the acceleration
of the universe’s expansion and would have remained oblivious to the fact that the A even existed!
This may same too much of a coincidence to some? and is known as the new cosmological constant
problem.

The old cosmological constant problem is that the zero point energy of particles in space ap-
pears to be much higher than the vacuum energy observed in the universe.

2Including me.
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6. Baryogenesis

Today we observe the ratio of baryons to photons, 1, with a value of 1079, i.e for any 10°
anti-baryons, there were roughly 10° + 1 baryons, so when baryons and anti-baryons eventually
annihilated, a small number of baryons (and no anti-baryons) were left over (note we also assume
that the number of photons and baryons was of the same order). The question is what causes this
imbalance, i.e why were the initial conditions such that there were more baryons than anti-baryons.

To do this day, we have never observed a process which violates the conservation of baryon
number. However it is now believed that the baryon number conservation is actually violated
in the standard model of particle physics itself and in any grand unified theory (GUT) into which
it may be embedded. Hence the baryons could have been decayed by standard model processes.
Furthermore, an epoch of inflation in the early universe would have exponentially suppressed any
pre-existing baryon number density, requiring that they really are generated after the inflationary
epoch.

6.1. Sakharov’s conditions. In the 1960’s, Andrei Sakharov produced the modern picture
taken up by Baryogenesis; the universe started out with an equal abundance of baryons and
anti-baryons and the slight excess of baryons was generated was generated during its subsequent
expansion. In other words, he suggested that the asymmetry could be explained by the laws
of physics, rather than the initial conditions. He came up with three conditions that would be
required for baryogenesis;

Condition 1 Violation of baryon number conserving processes.

Condition 2 Violation of C' and C'P symmetry.

Condition 3 Violation of thermal equilibrium (in thermal equilibrium, any reaction which creates
baryon number will be precisely balanced by the inverse reaction which destroys baryon
number).

Let’s look at Condition 2 more closely. Consider the distribution functions f;(Z, p,t) for the

jt" species in a FRW universe: homogeneity and isotropy imply that f; is independent of ¥ and

of the direction of P, but not its magnitude,

fi(&,p,t) = fi(p,t). (11.44)

Sakharov’s proposal was that the particle and anti-particle distributions were equal at some
initial time, t;

filp,ti) = fi(p,t) (11.45)

and unequal and some final ¢y,

filpstg) # Fi(pity). (11.46)

A parity transformation, IP, is defined as,

I P = —T, —. (11.47)

A charge conjugation transformation, C', swaps particles and anti-particles;

fi = fi (11.48)

Therefore P leaves f;(p,t) unchanged, whereas C and CP both swap f;(p,t) < f;(p,t). Thus
the initial state (at ¢;) is invariant under P, C' and C'P, but the final state (at ¢;) is only invariant
under P. Thus, the evolution from ¢; and ¢y must violate C' and C'P (but not necessarily P).
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6.2. Example of baryogenesis. Consider a particle X with two decay channels;

X = fi, (11.49)

where fi is a final state with baryon number Bj, lepton number L, and branching ratio r
and the other particle decay is

X = f. (11.50)

where f; has baryon number Bs, lepton number Lo and branching ratio 1 — r. The anti-
particle of X, X also has two decay channels; X — fi, (with baryon number — B, lepton number
—L; and a branching ratio 7) and X — f, (with baryon number —Bs, lepton number — L, and
branching ratio 1 — 7).

CPT symmetry requires that X and X have the same mass mx and total decay rate I'y; but
if C and CP are violated, they can have different branching ratios (i.e r # 7). Now we imaging
that X’s freeze out, and later decay; the ratio of baryon density to entropy density, ng/s, after
the decay will be related to the ratio, X (the ratio of the number density of X particles to the
ratio of the energy density) before the decay by,

S
Note how the Sakharov conditions show up in this calculation: in order for 2 to be non-zero,
we need r # 7 (requiring C' and C'P violation) and 81 # S (requiring baryon number violation).

U5 X (4B + (1 —r)By— FBy — 7By — (1 — ) By) = %X(r = 7)(By = Ba). (11.51)

We also need violation of thermal equilibrium: before the X particles decay, they freeze out
and T drops below myx: otherwise the inverse decay processes (which create X’s and X’s from
the thermal bath, and which were neglected in the calculation above) cancel the baryon number
we have just calculated. We want 2 to match the observed values (107?), and the above formula
tells us how to check weather it holds in a given model of particle physics: given the Lagrangian for
the model, we look for any particles with several decay channels with different baryon (or lepton)
numbers; we estimate the freeze out abundances of thus particle (") using techniques similar to
those employed in the dark matter calculation above. We calculate the branching ratios (r,7, ..)
for the relevant decays, and finally check that the particle decays after it has been frozen out and
the temperature has dropped below the mass; if so, and the above formulation leads to a predicted
value, which is similar to the observed one, then the theory is good. The scenario described above
was inspired by models of GUT’s in the 1970’s.



CHAPTER 12

Inflationary cosmology

There are two important length scales in the universe, at any given time. One is the Hubble
radius, given by 4, the other is the scale factor a(t) of the universe. The ratio of these two
scales, 47—, which is known as the co-moving Hubble radius. When the universe is decelerating, the
co-moving Hubble radius is increasing. When the universe is accelerating, the co-moving Hubble
radius is getting smaller with time. If the universe was radiation dominated all the way to the big
bang, then the Hubble co-moving radius would have started at zero size and gotten bigger until

the end of the radiation dominated era.

Inflation postulates that at the beginning of the universe, before the radiation dominated era, the
universe underwent an exponential expansion, in which the Hubble co-moving radius decreased
to a very small size, and then inflation stopped and the universe had been radiation dominated
and started decelerating and the Hubble co-moving radius has been increasing every since. If the
co-moving Hubble sphere before inflation, is longer than the co-moving Hubble sphere today, then
there are three problems (that were bothering cosmologists at the time), that will be solved. We
describe each of them below.

1. The three problem; flatness, horizon and monopole problems

1.1. Flatness problem. There are two key equations that describe the FRW universe. One
is the Friedmann equation

K
g2 8mGr = (12.1)
3 a
and the other is the continuity equation
p=-3H(P+p). (12.2)
Eq 12.1 can be written as
8tGp K
1= - . 12.3
3H? a?H? ( )
We then define the critical density, p. = % and Eq 12.3 becomes
p K
1=—-——. 124
pe (@) (12.4)
Differentiate Eq 12.1 w.r.t time to get
- 8rGp 2KH
oHH = =24 2 (12.5)
a
substitute Eq 12.2 into Eq 12.5, for p,
- 81G 2KH
OHI = WT(—SH)(/) +P)+ = (12.6)
cancel a factor of H from both sides,
. 81G 2K
2H = ——— P)+ — 12.7
0+ P+ — (127)

209
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but H is simply,

- dH d [a i a
g _dfay a a 12.8
dt  dt <a) a a? (12:8)
Substitute Eq 12.8 into Eq 12.7
a a 8nG 2K
2 (22 ) =2+ P 12.9
G-5)--Fw+n+Z (129)
this must be equal to Eq 12.6
2 stGp K 2K
— =2 - = | =-871G P — 12.10
L (B D)~ s )+ (12.10)
which can be re-written to given the acceleration equation
.. 4
gz—%G(p—i—?)P). (12.11)

For ordinary matter p is positive and P is negligible, therefore @ is negative, as expected
(attractive nature of gravity). To get acceleration, one needs a sufficiently negative pressure,
which is what the A provides. In fact, from Eq 12.11 we can see that for acceleration w(= %)

must be less than f%,

1
a>0 iff, w<—§. (12.12)

Now, let’s look at Eq 12.4. We observe today that p ~ p. (to within 1%), therefore ﬁ
must make a very small contribution as the LHS is 1. However, in a deceleration phase, if we
kook backward in time, (aH)? would becomes larger, therefore this terms made an even smaller
contribution as we look back in time. This is known as the flatness problem. For the universe to ap-

pear as flat as it is today, it must have been even flatter at the start of the radiation dominated era.

Inflation’s explanation is that at some early time, the Hubble sphere was not a small fraction
of the whole Hubble sphere, maybe it was the same order of magnitude as the total sphere. Now
there was an exponentially increase in the size, therefore the sphere would have shrunk to an
exponentially small size and therefore at the beginning of the radiation era, the sphere would
have been very small and slowly accelerated into the larger sphere we see today, which would still
appear flat. If a% decreased by a factor e/ during inflation (where N is called the “number of

e-folds of inflation”) then the condition is N > In (Ezgg;), where the subscripts » and 0 denotes

the start of the radiation era or the present day, respectively.

1.2. Horizon problem. Around an observer in a FRW universe, there exists a future hori-
zon. This is unlike a static black hole metric where there is a horizon around the black hole. The
future horizon is the maximum limit to which a signal can be sent to. Similarly a past horizon is
one in which any signal sent beyond this horizon will not reach an observer at the present day. In
an accelerating universe, observers will have future horizons, in a decelerating universe, observers
will have past horizons. This is easily seen by the FRW metric,

ds* = a*(n)[—dn* + dx* + x* sin? xd6?], (12.13)

where 7 is the conformal time. Photons follow null geodesics and taking a radial path of the
photon (without loss of generality due to spherical symmetry),

n:/@ :/ldﬁ (12.14)
a a a

butd:a%EHa,
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4 1 da
17—/0 A (12.15)

If the co-moving Hubble radius was constant, then 1 would be proportional to Ina, which
means we would have a singularity at the origin. However, if the co-moving Hubble radius #
goes to zero at the origin, then the singularity will be removed as the In a will diverge very slowly
compared to # going to zero, and inflation does exactly this. It forces # to go to zero and get

rid of the singularity.

Another way of expressing the Horizon problem is words, is to say that the CMB appears to
be extremely to be extremely uniform in every direction (to one part in 10°). Yet according to the
big bang model, the only causally connected regions of space at the time of re-combination should
have been around one degree in angular size as observed today. Therefore it is not possible that
the entire universe at that time could have thermally equilibriated to such a uniform tempera-
ture. Which then raises the question of why the universe appeared to be so uniform at that time.
Inflation provides the solution to this problem by saying taking some small patch of the universe
that was initially in thermal equilibrium and driving to exponentially in size to make it very large,
such that the original causally connected patch would no longer appear to be in causal contact.

1.3. Monopole problem. In the 1970’s, the first GUT’s had first been discovered. John
Preskill noticed that if the universe is described by a GUT, then as the universe cooled through
the GUT temperature (energy scale of GUT’s) scale, one gets spontaneous symmetry breaking.
The GUT symmetry break down to the symmetry of the standard model. The bosonic fields are
disordered at the horizon scales at that time and as a result, these stable field configurations that
get formed are called magnetic monopoles, each of which is then stable and has a mass roughly at
the GUT scale, ~ 10'%GeV. There would be about one of these per Hubble volume at the time.
The Hubble volume today is much larger and therefore the overall mass of these monopoles today
would be extremely large and would certainly be observable, therefore these monopoles are ruled
out by observations.

Inflation solves this problem in a similar way to the solution of the Horizon problem. If the
GUT symmetry breaking happened before inflation, then each small Hubble co-moving sphere
will have about one monopole and then it is exactly one of these spheres that is blown up expo-
nentially into the universe we see today and therefore there would be only one magnetic monopole
floating around in the universe today (no wonder we haven’t found it!).

2. Quantum field theory in curved space-time

Let’s start with the simplest action; the action for a free real scalar field, ¢, and take the space
to be flat initially, i.e guw = v,

§— / Aol = / e (—;nfw(am)(ayqs) - m22¢2> . (12.16)

~ 2.1. Classical field theory. We start with classical field theory. By differentiating L w.r.t
¢, we obtain the momentum canonically conjugate to ¢,

oL .
T=— = ¢. (12.17)
oo
By varying the action w.r.t ¢, we obtain the classical equations of motion, which is the flat
space Klein-Gordon equation,

—O¢+m?¢p = 0. (12.18)
where O = n*¥0,,0,, is the wave operator in flat space. It we define the inner product between
two field configurations to be,
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(1]} = —i / BE (D1 (0083) — (D1n)65). (12.19)

Note that 0; is used as ¢ only depends on time due to the homogeneity of the field and thus
all the spatial derivatives are zero. The solutions to Eq 12.18 are

1 i(kE—w 1.
¢p = —=¢ (kT=wt) (= \[ k2 + m?2). (12.20)

Indeed, these positive-frequency plane-waves ¢ form a complete orthonormal basis for the
solutions of Eq 12.18, so that we can expand any such solution in the form

3
o0~ | (;“; (agdg + a3%). (1221)

2.2. Quantum field theory. We quantise by promoting 7 and ¢ to be space-time operator
that satisfy canonical commutation relations given below

[6(7, ), 6(F, )] = [r(7, 1), 7(7, )] = 0
[6(Z, 1), 7(T,1)] = 16°(& - T'). (12.22)
It is more convenient to discuss these fields in terms of particles. We do that by going to

Fourier space. So we promote the Fourier coefficients aj and aﬂ in Eq 12.21 to operators aj; and
T

ar satisfy the algebra of creation and annihilation operators,
[akvak/] = [ L" “] 0
lag,al,] = 6% (k — ). (12.23)

The vacuum state |0) is the state defined by the fact that it is annihilated by all of the
annihilation operators,

agl0) =0, Vk (12.24)

and all the subsequent higher energy states are created by action with creation operators, aTE.

Acting with a creation operator once on the ground state creates a quantised excitation that is
interpreted to be a particle of that field. In fact one can define an operator, Ni, that measures

the number of excitations in a field (at the wavelength, k)

Ny =ala;. (12.25)

k

2.3. Quantum field theory in curved space-time. In curved space-time the metric is no
longer Minkowski, therefore the action becomes

5= [aav=g (~5e 0000 - ). (1220

The calculation follows the same procedure as we did in the flat metric. We obtain the
conjugate momenta to ¢, me

Ty = gqﬁ = —/—gm?¢. (12.27)

The action is varied w.r.t ¢, which gives the same equations of motion as before except the
metric is no longer Minkowski therefore the wave operator is different;

—Op+m?p=0, O=g"V,V,. (12.28)
The inner product is now defined as
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(onlos) = =i [ 5T (61(0,03) — (0,60)65) (12.29)

where the integral is over a spatial (constant time) slice parametrised by the spatial coordi-
nates, &, and g3 is the determinant of the spatial 3 metric of the slice, and u” is a time-like unit
vector orthogonal to the slice. As before, we expand the field in terms of a complete set of positive
frequency solutions ¢,, and negative frequency solutions ¢}, of the wave equation

GE,t) =Y (antn + apsy). (12.30)
n
The solutions ¢y, ¢;, to the equations of motion are no longer simple plane waves, since they
are in curved space-time. The key point is that in curved space, different observers (e.g at different
points in space-time, or at the same points but in different states of motion) will in general disagree
about how to split up the solutions into positive and negative frequency. Suppose one observer,
O expands ¢ as Eq 12.30 and another observer, O, expands ¢ as

G(E,t) =Y (andn + a,dh) (12.31)

where ¢ can be expanded in terms of the ¢’s as they form a complete orthonormal set,

The coeflicients o and 3 are called Bogliubov coefficients. Once we have the expressions for ¢,
and ¢,,, we can extract the Bogliubov coefficients by calculating the appropriate inner products,

A = (Pm|Pn) Prmn = _<€Z’m|¢;rl> (12.33)
Substituting in for ¢,, from Eq 12.32 into Eq 12.31 and comparing to Eq 12.30, the observer O’s
creation and annihilation operators are related to O’s by the so-called “Bogliubov transformation”:

Un = A Qi +al B . (12.34)

Since the @,’s and a],;s must obey the creation/annihilation commutation relations that are

identical to the ones obeyed by a, and af, we find that, if we regard the Bogliubov coefficients

n’

Qmn and B,, are matrices, they must obey the following constraints

sl —BHT =0 1=afa—(879)". (12.35)
O and O will each define their own vacuum state to be the state that is annihilated by all of
their own annihilation operators

a,|0) =0 @,|0) =0 (12.36)
and they will each define their own number operators in terms of their creation and annihilation
operators,

N, =ala,, N,=ala,. (12.37)
So according to O, the state |O) is vacuum, containing no particles. But according to O, it is

full of particles. Indeed, according to O, the expectation value of the number of particles of type
n in the state |0) is given by

(OINL0) = (O(apal, + Budn)(ndn + Bhal,)[0)
= [Bal*(0lanal,|0)
= |B,*(0|1 - afa, |0)
————
T1
= B[ (12.38)
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where in T'1 we have used the commutation relation, [a,a/,] = 1.

2.4. Unruh effect. We look at two different coordinates of flat space. Consider a 2D flat
space with time coordinates, ¢t and space coordinates, x. The metric of this space is

ds?* = —dt* + dx?. (12.39)

We want to, eventually, go to coordinates that correspond to a uniformly accelerating observer.

A uniformly accelerating observer, moves along a hyperbola, that asymptotes to the light cone

null rays (look at figure 48 for picture). First, let’s switch to coordinates in the frame of the light
cone, u+ = x £ t; which is equivalent to dut+ = dx + dt. Substituting this into Eq 12.39 gives

ds* = duydu_. (12.40)

Now we introduce u4 = x££t = %e‘“ji, sometimes called the “warped” light cone coordinates;
the metric now becomes

ds? = e+ F0-) g, dia_ . (12.41)

Finally we switch to “warped Cartesian coordinates”, @i+ = T + ¢,

ds* = 7 (—dt* + dz°). (12.42)

The metric in the barred coordinate looks just like the original metric, except it has an extra

conformal factor in front. These barred coordinates are called Rindler coordinates. Notice that

while Uy runs from —oo to 400, the @4 only run from 0 to oo as the exponential is always positive.

Now let’s consider a mass-less scalar field on the Rindler space. The equation of motion for this
field in Minkowski or Rindler coordinates is

Oé =0 0= g"V,V,. (12.43)
In Minkowski, g"¥ = n#*", therefore Eq 12.43 is simply
02 0?
— - — =0. 12.44
(3152 8x2) ¢ ( )
In Rindler space however, Eq 12.43 becomes
_ ([ 9? 0?
Tl — —— =0 12.4
¢ <8t2 aﬂ)‘b 0 (1245)

However one can just divide through by e2%% to get an identical equation as Eq 12.44. The
positive frequency solutions for Eq 12.44 are

gike—wt) o g (w = |k|). (12.46)
The positive frequency solutions for Eq 12.45 are

bp ox el kT=wt) (12.47)
Firstly, we want the wavefunctions to be normalised, so the inner product in Eq 12.39 must be
satisfied. The normalisation factor is \/% Imposing the conditions, (¢ |dm) = Omn, (OF|05,) =

—Omn, (On|@k,) = 0, one can get the 8 coefficients via,

(DnlPm) = Bmn- (12.48)

To compute the inner product in Eq 12.48, one has to convert the wavefunctions so that both

of them are in the same coordinate system, either Minkowski space or Rindler space. Computing

the inner product and obtaining |3|?, which gives the measure of the number of particles, shows

that the number of particles is that given by the Bose-Einstein distribution for an ideal has of
bosons at finite temperature. Starting from the Minkowski line element
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ds* = —dt* + da2 (12.49)

we can make the coordinate transformation,

t = psinho x = pcosho (12.50)
to obtain

ds* = dp* — p*do®. (12.51)
Along the imaginary time direction, ¢ = io, the line element becomes,

ds* = dp* + p*d¢? (12.52)

which is precisely the flat Euclidean line element expressed in polar coordinates. This space

is, of course, periodic in the ¢ direction, with period 27w. Now, a Rindler observer riding along a

curve of constant p = pg has constant proper acceleration a = 1 and if we look at the line element,

the corresponding proper time coordinate is not o, but 7 = pgo. Therefore, sin ¢ has a period

27, this observer’s proper time is periodic in the imaginary time direction, with period —2mpi.
Identifying this with —i3, we find that this observer sees a temperature,

1 a
C 2mpy 271
The Unruh effect is an example of a more general phenomena; thermal states are periodic
in imaginary time. We can see this by simple quantum mechanics and statistical mechanics. In
quantum mechanics, if we have a state |¢)1) at time ¢; and |¢)9) at time t5, and we want to know
what is the amplitude, T, of the state |t1) evolving into |1)2), in the time t5 — ¢1, we use the time
evolution operator, e_th,

(12.53)

T = (ole HE2=t)|y)) (12.54)

In statistical mechanics, a state in thermal equilibrium at temperature T is described by the

density matrix, p < exp (—8H), where § = kUBLT and the key object is the partition function, Z,
given by

Z =Tr(e ) =Y "(thnle i), (12.55)

n
The expectation value of a physical observable A, which has a corresponding Hermitian oper-
ator, A, (A), is given by Tr(p, A). Let’s look at a single term in Eq 12.55,

<¢m|€7ﬁH|¢m>- (12.56)

By comparing Eq 12.56 to 12.54, we see that if —i8 = ({2 — t1), then these two expressions

are the same. So what this is saying that calculating the transition amplitude of going from state

|th2) to |11) in time (%o, t1), is equivalent to taking the state |i)y,) and evolving it in the imaginary
time direction, by a factor —f, and finding the amplitude that it comes back to itself.

2.5. De-Sitter space temperature. Let’s apply the formulation used for the Unruh affect
for de-Sitter space. In static coordinates the de-Sitter line element is

r2 2\ 1
ds® = — (1 — 2) dt* + (1 - 2) dr? 4 r2dQ3 (12.57)
Po Po
where pg = = is the de-Sitter radius. Let’s look at radii closer to the horizon, i.e define

Hy
coordinates R = py — r; and look at the region 0 < R << pg. In this case, we get

2 - R)? 2R
(1 - ’“2> - (1 - (poz,)) ~ 2 (12.58)
Po Po Po

Substituting Eq 12.58 into 12.57,
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R 1
2= (2= )at? 2 12.
ds ( Po)dt +(2R/Po>dR (12.39)
N—————

T2

where the angular part has been ignored for now. We define Ty = dx?2, therefore

dy = _dk (12.60)

V2R/p’

Integrating, x = \/QpOR%. Substituting Eq 12.60 into Eq 12.58,

2
ds? = J’%dt? +dy (12.61)
0

Now if we switch to imaginary time coordinates, ¢ = i(t/po), we find;

ds? = dx* + x?d¢? (12.62)

which is once again the flat Euclidean metric ds? = da? 4 dy?, expressed in polar coordinates.

Again by the fact that ¢ is periodic in 27, the ¢ must have period —27pyi = —if, or in other
words the de-Sitter space has temperature

1 H
C 2mpy 21
The constant temperature of de-Sitter space excites a scale invariant spectrum of fluctuations
in a mass-less scalar field. The fluctuations are probably the most important thing in cosmology
as without them, we wouldn’t be here, infact nothing interesting would happen in the universe if
it were perfectly homogenous and isotropic.

(12.63)

3. Density fluctuations

If the universe has some density fluctuations in it, then the first thing to do is to Fourier
decompose this function that describes the fluctuations in the universe,

3 =
o) = [ e (12.64)

this is done because the universe is, to first approximation, translationally invariant in space,
then at linear order, as long as these perturbations are small (i.e quadratic terms can be ignored),
the individual Fourier components remain independent of each other, and each Fourier mode
evolves independently (this is an observed fact about the universe). So we have a single sine wave,
which in co-moving coordinates has a fixed length. Therefore the only thing to think about is how
does it’s amplitude evolve in time. Since the physical wavelength of the Fourier mode, A\, = a(t)A
(X is the co-moving wavelength), increases with time, it is important to see weather it becomes
larger than the Hubble radius, rg, given by ﬁ , as there will be a dramatic transition when
these two length’s cross. Usually the situation is that if A, is bigger then 75, the amplitude of
the Fourier mode is fixed. When rg becomes larger than Ap, the Fourier mode starts to oscillate.
If this Fourier mode belongs to a gravitation wave, the oscillations dampen down the amplitude
and make the signal very weak. If the Fourier mode belongs to a density perturbation, then the
amplitude increases and turns into galaxies we see today. Ever since the universe has been in the
radiation dominated era, the universe has been decelerating, (neglecting the relatively recent A
dominated era). During the time that it has been increasing faster then the physical wavelengths
proportional to a, A,. Therefore if the Fourier modes are around for long enough, as soon as rg
is greater than \,, they will oscillate as described above.

The idea of inflation is that we assume that there was an epoch before to the radiation domi-
nated epoch, during which the universe was exponentially accelerating, thus the Hubble radius
would have been growing slower than the physical length scale of the Fourier modes, A,. If the
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universe was accelerated by some form of matter, described by the equation of state parameter,
w = —1 (i.e vacuum energy), then during inflation, rp, is constant and a(t) grows exponentially.
So the physical length scale starts off as very small compared to the Hubble scale.

v

k

FIGURE 69. This represents one Fourier mode oscillation with wave-vector k. In
co-moving coordinates, this wave does not stretch its physical length stretches
proportional to a, but its co-moving wavelength remains constant.

This means that the Fourier mode can be considered to be confined locally in the overall
manifold that describes the geometry of the universe. Therefore initially the Fourier mode will
think it is in flat Minkowski space. The accelerated expansion of the universe makes this physical
wavelength grow exponentially, relative to the Hubble length scale (as rx is roughly constant) and
will soon become longer than the Hubble radius. In cosmology, when A, is smaller than, rg it is
said to be “inside the horizon”, when A, is larger than rp it is said to be “outside the horizon”.
So in the inflationary scenario, the Fourier modes start of inside the horizon, inflation causes rapid
expansion and therefore takes the modes outside the horizon. Once inflation is finished, the modes
re-enter the horizon at some later time, as the universe decelerates in the radiation and matter
dominated era. Physically, this Fourier mode is sitting in the vacuum state, with some zero point

. . 2
energy, say 57“, and oscillates with frequency w = o (asw =4/ % + m?2 and we have a mass-less

a(t)
field), where k. = %

In the beginning when a(t) is small, w is very large and therefore the energy of the oscillations is
H

high. Recall that for de-Sitter space the temperature is 5 and since rpg is constant and is less
than A., during inflation, the temperature of the space is not large enough to excite this Fourier
mode. However at the point when A, ~ rg, w becomes small, therefore there comes a point at
which the temperature increases enough to excite the Fourier mode and cause it to oscillate. This
is what is meant when one says that perturbations are created.

When we look at the plot of the CMB in figure 70, we see the values of C; (which is the mean
square value of the spherical harmonics over all [ at a given m) plotted against I. The data agrees
beautifully with the predicted spectrum. The spectrum we see is the spectrum of fluctuations
roughly 3 x 10° years after the big bang. When we are calculating the theoretical curve that fits
it, the idea is that the initial spectrum of perturbations, had no none of the bumps seen in the

spectrum. In other words, if one plots the mean square size of the perturbations in the early
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universe, at the beginning of the radiation dominated epoch as a power law in k, i.e k™, then the
value of n the so-called spectral index is roughly zero. So if a Fourier mode is chosen randomly in
the early universe and we ask what it’s amplitude is; first of all the universe is isotropic, therefore
the amplitude does not depend on the direction of k corresponding to that Fourier mode, it only
depends on the magnitude of k. The observational fact that makes the theoretical curve fit the
observed bumps in the CMB spectra is saying that the power spectrum of k™ has a spectral index
that is roughly zero (-0.04 + 0.01). Therefore to first approximation every Fourier mode is roughly
the same in amplitude (to first approximation) in the early universe. Therefore we say that the
perturbations in the early universe were “scale invariant”.

Angular scale
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FiGUure 70. CMB spectrum taken from Wikipedia. The peaks come from the
baryonic acoustic oscillations that carry an imprint of the primordial density
fluctuations in the amplitude of these peaks.

Now, if we go to the time where inflation ended and the radiation dominated epoch began.
The universe is decelerating, therefore rpy is increasing relative to A, and the Fourier modes
eventually come inside the horizon and then the CMB photons were released. At the beginning
of the radiation dominated era, all the Fourier modes had the same amplitude. As A, o< H,, the
modes become excited again. If the Fourier mode corresponds to a density perturbation, then the
perturbation will grow as the regions with more matter will have more gravitational pull and will
attract more matter (whereas if the density has a component of pressure, i.e photons, then we get
a competition between pressure and gravitational force which leads to baryon acoustic oscillations
as described in section 4.2). The role of inflation here is to provide a scale invariant primordial
spectrum of perturbations.

4. Inflationary perturbations

4.1. Single-field slow-roll inflation. There were problems with the homogeneity of the
universe in the 1980’s (flatness, horizon, monopole) originally lead to the idea of inflation. It
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was soon realised that the simplest way to obtain inflation was with a slowly varying scalar field,
generally called the inflaton field. To start of with, we take a closer look at this single-field slow
roll inflation.

V(o)

Initial value of field

¢

FIGURE 71. The shape of the inflaton field, ¢, potential, V(¢).

The field starts out at a potential that is not minimum (for unexplained reasons) and slowly
rolls down the potential, following it’s equations of motion. The action is that of general relativity
with the matter Lagrangian of a general scalar field

5= [d'av=g (mij — 0" 0006~ V(¢>) . (12.65)

We define the slow-roll parameters,

1my V()
e = Q&T(V((ﬁ)) (12.66)
n o= n;:‘;’((;;) (12.67)

We assume that the potential V(¢) is such that the field can “roll” monotonically down it’s
potential (with € and 1 are both << 1), to a local minimum at ¢ = ¢ With V(dmin) = 0.
This is the framework for a “single-field slow roll inflation”. Varying this action w.r.t ¢, gives the
equation of motion

—0¢+V(g) =0. (12.68)
By varying w.r.t ¢ we get the usual Einstein field equations,

G = 87GT,,. (12.69)
To begin with we look at the homogenous solutions, i.e the metric g, is the FRW metric and
¢ is only a function of time, ¢o(t). In this case, Eq 12.68 becomes

b+3H)+V'(6) =0 (12.70)
and Eq 12.69 gives



220 12. INFLATIONARY COSMOLOGY

H? = 8”3G” (12.71)
where p is the energy density of the inflaton field,
¢2
p="5 +V(®) (12.72)

Eq 12.70 is like the equation of motion for a particle experiencing two different forces; a
potential force (the V' term) and a friction force (the 3H¢ term). The field starts in the slow-
roll regime: it is strongly over-damped and quickly relaxes to it’s “terminal velocity”, where it’s
acceleration is negligible in Eq 12.70 and the drag approximately balances the potential force

L V'(9)
T

This means that the condition ¢ << 1 becomes ¢ << V(¢), which implies w = —1 and here
d > 0. Eventually when the field gets close to the minimum so that V(¢) ~ %m2¢2 + O(¢*) and

H < m, the field begins under-damped oscillations ¢(t) a”3 cos (mt) and the energy density
decays as p oc a~2 which implies w = 0 and hence @ < 0. So the field starts in it’s slow-roll
regime, gradually rolls down it’s potential as the universe accelerates; finally close enough to the
minimum, the slow-roll conditions cease to hold and the ¢ begins under-damped oscillations about
it’s minimum as the universe stops accelerating and begins to decelerate.

(12.73)

By quantum mechanics we know that the vacuum state of this field cannot be empty, but must
have zero point fluctuations. As the fields rolls down the potential, these fluctuations get ampli-
fied by the background stretching of the universe into a scale invariant spectrum of perturbations,
which matches the primordial spectrum of perturbations.

4.2. Perturbations. So far we have Eq 12.68 and Eq 12.69 which are the general equations
of motion and then Eq 12.70 and Eq 12.71 are obtained in the homogenous approximation. Now
we don’t assume that the field is homogenous. Instead we take the homogenous case as a first
approximation and perturb it. The single field, ¢(¢, &) is perturbed as follows,

¢(t7 f) = ¢0(t) + 5¢(t7 f) (1274)
where ¢g(t) is the zeroth order homogeneous limit field. Similarly, the metric is perturbed as,

Guw (8, ) = 913 (1) + 69,0 (¢, 7) (12.75)
where g\0) (¢) is the FRW metric. Putting Eq 12.74 into 12.68 gives,

—O(¢o +0¢) +V'(¢o + 6¢) = 0. (12.76)
Taylor expanding V'’ in small quantity d¢ gives

—O(¢o + 3¢) + V' (o) + V" (¢0)d¢ = 0. (12.77)
However from Eq 12.68, this simplifies to

066 + V" (¢0)d¢p = 0, (12.78)
similarly, perturbing Eq 12.69 gives

G =GO + G (12.79)
87GT, = 87G(T\) + T)) (12.80)

Equating Eq 12.79 to 12.80 (again the zeroth order terms cancel from Eq 12.69)

G) = 8rGT(}). (12.81)
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Now Eq 12.78 and 12.81 would need to be solved to obtain the mode functions. When we
perturb a single in FRW space one would naively think that there are 10 + 1 perturbations
(i.e 10 components from the symmetric metric and 1 from the scalar field). The metric can be
decomposed using a so-called ADM decomposition as

ds® = Ndt* + ~;;(dz’ + N'dt)(dz? + N7dt). (12.82)

The metric has 10 independent degrees of freedom, here we have 6 that go into ~;; (3D

metric), which represents coordinates at constant ¢. The remaining 4 components go into the so

called “lapse”, N, “shift” N?. These 4 N and N°?, degrees of freedom can be removed by constraint

equations in general relativity (which come from the Bianchi identities RE(s. = 0). Now ~;; has

6 degrees of freedom, however we can still impose 4 gauge conditions to get the number of degrees
of freedom down to 2. The gauge chosen to work in is,

6p =0, yij = a?(t)e2tT)2his (0D (12.83)
where §%h;; = §0;hj, = 0. Physically, the 3 physical modes are ¢ (which, in this d¢ = 0
gauge, physically corresponds to the perturbation of the Ricci 3 curvature of the spatial slices)
and the two independent components of a traceless transverse 3 x 3 symmetric matrix h;; (which
physically corresponds to the two polarizations of a gravitational wave). ( is referred to a “pri-
mordial scalar perturbations” or “primordial curvature perturbations” it is observed more or less
directly by observing the fluctuations in the temperature of the CMB between different points
on the sky; it is the primordial perturbation that is ultimately responsible for all of the density
perturbations and structure that we see in the universe today. The 2 independent components of
h;; are referred to as “primordial tensor perturbation”; they are primordial gravitational waves
predicted by inflation, but are extremely difficult to observe.

4.3. Spectra. The starting point is to take the perturbations, put them into the original
action and expand them up to quadratic in order in small perturbations, ¢, h;;. The zeroth order
part just gives back the homogenous equations, the first order terms are just zero, since the action
is defined to be a minimum in a theory and so the second order (quadratic) part of the action
describes the behavior of the perturbations'. The action is split up into the scalar part ¢ and the
tensor part h;j,

1 o

Se = —i/dnd?’xzzn“ (0,6)(0,0) (12.84)
1 7 VLS S

S, = —i/dnd?’x((mpla)?n” h®,h%,) (12.85)

where ¥ is a co-moving coordinate, 7 is the conformal time, n*¥ is the Minkowski metric. The s
superscript in Eq 12.85 needs to be summed over +1 to get both polarizations of the gravitational
waves. z is not a perturbation. It is a background function of time, z(7), is defined by

22(n) = 2¢a®(n) (12.86)

where € is the slow-roll parameter. In other words, if € is constant (which it nearly is for
inflation), z o a. z acts as the effective scale factor felt by the mass-less scalar field ¢. In fact,
if 22 is replaced by a?, Eq 12.84 would be exactly the action for a mass-less scalar field on the
Minkowski metric.

The two scalar fields (s = 4) are also defined as,
= ds]z s ikz
) = [ ahtiae (12.87)
which are dimensionless. Let’s also split up the ¢ and h;; into Fourier components;

IThe full derivation is given in section 2 of http://arxiv.org/abs/astro-ph/0210603
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3_’ =

) = [ o™ (1289
3k - P,

hij(n, &) = /(ir;fgefj(k)h%(n)e’“ (12.89)

T
4 i
€ij are real (e]; = €;;), symmetric (e;; = €;;), traceless (e;; = 0), transverse (e;;k/ = 0), even parity
(qj(E) = eij(flg)) and “ortho-normal” (e} (E)ef]l(];) = 45°"). Of course, the final expression for
the tensor spectrum will not depend on the normalisation of the polarization tensor €;;, but this
particular choice is convenient, because it canonically normalizes the scalar fields.

where we sum over perturbations s = 4+ in Eq 12.89 and the 3 x 3 polarization tensors €, . and

The conjugate momenta for these actions is;

oL
ﬂ'c = aC/C = ZQC/
oLy,
7Th = 7ah/€ = (mpla)ghls (1290)

where the primes denote the derivative w.r.t n and the equation of motion coming from these
two actions are,

/

CI/+2<ZZ)</_V2<:0
/

h! 42 (“) B, —V2h, =0 (12.91)
a

Now we canonically quantise;

[C(n, @), 7c(n, &) = i6®) (& - &)
[5(77; f)v 5(77,5/)] = [ﬁC(nvf)a 7}((7775?/)] =0, (1292)

and similarly for hs

[ha(n, Z), 7 (0, &)] = 03 (& — &),
[hs(n, %), b (0, 7)) = [ (0, 7), 7 (0, 3)] = 0. (12.93)

Since f is a real and Hermitian, its Fourier components satisfy f = CAL;, Similarly for hs, fzz =

h? 0 Now we expand ( in terms of creation and annihilation operators;

5:/(;[:;; (aECE—l—aT]szZ). (12.94)

In FRW, we want to write each of the positive frequency (; and negative frequency, ¢_;
solutions as a part that depends pn space and a part that depends on time

G = Gelme™. (12.95)

Note ¢(n) only depends on the magnitude of k¥ due to the isotropy of FRW. Putting Eq 12.95
into 12.94 and using ¢ = Cg we get
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~ d3k n N
s /(27r)3 (%Ck(’?)e““+aT_Eg£(n)em)

A3k
= / 207 (%Ck(n) +a7;;Cl(n)) e, (12.96)
Similarly for iz%
- a3k .
hi = /W (hk(n)a% + h;’;(n)ag) : (12.97)

Now the ¢ creation and annihilation operators (aTE and aj) and the h, creation and annihilation

operators (a? and a%) satisfy the usual commutation relations,

lag, al] = 6% (k — ')

lag.ap] = laf,af,] = 0
s 't 3/ 7 sss’
a2, 1] = 63(F — )5
laZ,a},] = [a?,a%/ |=0, (12.98)

while the classical mode functions, {Cx(7), ¢} (7)} and {hg(7), hj(7)} are linearly independent
solutions of the (Fourier transformed) equations of motion,

/

42 <Z) G+ kG = 0

" a / 2

e+ 2 P w +kh = 0. (12.99)
The aim is to calculate the power spectrum of ¢ and h. That means, if take the expectation

value of the ¢ and h at any point in space,
(01C3 (&, 1)/ h*2 (&, 1)|0), (12.100)

where a;|0) = 0. This gives the integral below

37, 1 2 _ 1 2 2

kS
dIn k——|Cx|? 12.101
[dmkoial (12.101)

Where we have used the fact that the physics is independent of E, therefore the integral can
be evaluated in terms of k = |k|. A similar calculation for the tensor perturbations can also be
done. The power spectrum is then defined as,

d0|3(m. B0y K,
P = D
¢ dink o3 CH]
_d(0lh%(n, D)0y 83,
P = dnk 2l (12.102)

where (i(n) and hi(n) are obtained by solving the equations of motion Eq 12.99 w.r.t the
following initial conditions,
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1

—ikn
(&
C’“ 22k
1 )
R —ikm, (12.103)

——e
mpiaV 2k

The 2%{,; and 2 (%) hj. act as friction terms. So if there was no friction term, the equations

of motion are the same as those of a harmonic oscillator. The equation of motions cannot be
solved exactly, but they can be solved in 2 important regimes. We previously saw that during
inflation, there are two important length scales. One was the co-moving wavelength, A,

Ae = 2% (12.104)
of some perturbation. In the very early universe it was much smaller than the Hubble radius,
ri(= 7). When the universe accelerates during inflation, the Hubble radius is constant (or grows
very slowly as H = % and a increases very rapidly as d is very large). But the wavelength (o< a(t))
grows exponentially. The equations of motion can solved exactly in the case where A\, >> ry or
Ae << rg. Let’s start in the limit A\, << rg. The frictional terms are very weak compared to
the harmonic terms. Therefore the equations of motion simplify to the equations of motion of an
under-damped oscillator.
A good approximation of a solution is given by defining ((k) = “&, and h(k) = “, the

=
equations of motion simplify to
Z//
u§5+<k2—)vk=0
z

" 2 a”’
wil + (k= — Jwi =0, (12.105)

in the regime when k% >> %”, therefore two equations simplify to,

v + kv =0

wy + k*wy = 0, (12.106)
with solutions
v o= A(k)ypettn
w = B(k)pet™, (12.107)
So in terms of the usual field ¢ and h,
Ak -
) A
B(k ;
hi(n) =~ %eiﬂm. (12.108)

These are not normalised. To normalise we need the Wronskians

W) = G zwn)—czf(n)c;;(n):}z (12.109)
W(hi,hy) = hk(n)hZ'(n)—hZ(n)hk(n)Zm~ (12.110)

The normalisation turns out to give,
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o) Z—jﬂml(k)e-“" T As(R)eikn),
hie(n) =~ L (Bi(k)e ™ + By(k)e*). (12.111)

(mpa)V2k
Now let’s look at the case outside the horizon. The equations of motion are even simpler in
this case as the k2 term can be ignored and therefore the friction term halts the motion of the
field very quickly. Once friction “freezes” this mode (i.e halts the motion), it remains the same for
the remaining of the universe’s lifetime and is what is observed today. So we want to calculate the
value of the mode functions at the point of horizon crossing. The horizon crossing happens when
Ap 1

rg=-— = — c=1 12.112

n=il==% (c=1) (12.112)

where the 27 is inserted to get the correct value. A, is the physical wavelength which is a(t)A.,

where A, is the co-moving wavelength, therefore ry = A“Lfft) = % = é\—; = ﬁ = k = aH, where

2
k is the co-moving wave-vector. Recall that z = v/2ea, so at the moment of horizon crossing we
define z = z,, € = €, and a = a,, therefore at the moment of horizon crossing, we get

z =26, <§> . (12.113)

In this case (x becomes

G = \/%7“/% (g) (12.114)

where the phase term has been ignored, as only the modulus square comes into the power
spectrum (note that we are only using a positive or negative mode here, therefore there are no
interference terms). Therefore we get

k\° 1( H
P, =(—] = — 12.11
¢(k) (27r2> 2¢ (27rmp> ( )
and analogously for tensor modes,
koo’ H \°
P,(k)=8 —/———= ] =8 . 12.116
(%) <27T(mpa)> (27Tmpl) ( )

During inflation, k is growing exponentially, while H is growing very slowly, which ultimately
means the spectrum is independent of k, also called scale-invariant (i.e we have ~ k°). A lot of
different perturbations with different values of k cross the horizon at a given time as they are all
expanding exponentially and H is basicly constant. So each wave-number that we look at, we are
evaluating the value of the slow roll parameter € and the value of H at the moment a mode with
wave-vector k crosses the horizon, but during inflation ~ €0 are crossing the horizon, while € and
H have barely had time to change at all, i.e as independent of k.






(1]
(2]

(3]

Bibliography

Pedro G.Ferreira , The Perfect Theory, Little, Brown Publishing Company, London-U.K., 1st edition, 2014,
ISBN 978-1-4087-0430-1

A.Zee , Einstein gravity in a nutshell, Published by Princeton University Press, 41 William Street, Prince-
ton, New Jersey 08540, 2014, ISBN 978-0-691-14558-7

S.Weinberg , Gravitation and Cosmology: Principles and Applications of the General Theory of Relativity,
Publication Date: July 1972 ISBN-13: 978-0471925675

A. K. Raychaudhuri, Phys. Rev. 98, 1123 (1955).

N. J. Poplawski, “Radial motion into the Einstein-Rosen bridge,” Phys. Lett. B 687 (2010) 110
[arXiv:0902.1994 [gr-qc]].

C. Brans and R. H. Dicke, “Mach’s principle and a relativistic theory of gravitation,” Phys. Rev. 124 (1961)
925

S. W. Hawking, “Particle Creation by Black Holes,” Commun. Math. Phys. 43 (1975) 199 [Erratum-ibid.
46 (1976) 206].

Editor: Gary T. Horowitz , Black Holes in Higher Dimensions Cambridge University Press (19 April 2012),
ISBN 9781107013452

S. R. Coleman and F. De Luccia, “Gravitational Effects on and of Vacuum Decay,” Phys. Rev. D 21 (1980)
3305.

S. R. Coleman, “The Fate of the False Vacuum. 1. Semiclassical Theory,” Phys. Rev. D 15 (1977) 2929
[Erratum-ibid. D 16 (1977) 1248].

227



	Preface
	Part 1.  Maxwell to Einstein: Laying the foundations of relativity
	Chapter 1. Special relativity
	1. A close look at Maxwell's equations
	2. Symmetry of Maxwell's equations
	3. Lorentz Symmetry
	4. Relativistic mechanics

	Chapter 2. Introducing gravity
	1. Motivating general relativity
	2. Equivalence principle
	3. Newtonian limit
	4. Einstein gravitational red-shift
	5. Gravitational field theory

	Chapter 3. Curved space-time: Riemannian geometry
	1. Manifolds
	2. Tensors
	3. The metric
	4. Principle of least action
	5. Riemann Tensor
	6. Summary of differential geometry

	Chapter 4. Einstein's field equations
	1. Einstein tensor
	2. Stress-energy tensor
	3. The field equations

	Chapter 5. Solutions to Einstein's equations
	1. Friedmann-Robertson-Walker(FRW) equation
	2. Schwarzschild solution
	3. Kerr black holes


	Part 2.  Advanced gravitational theory
	Chapter 6. Mathematical framework
	1. Differentiating of a manifold
	2. Killing vector
	3. Geometrical connection
	4. Curvature
	5. Using the Cartan formalism

	Chapter 7. Space-time structures
	1. Penrose diagrams
	2. Euclidean "black holes"?

	Chapter 8. Gravitational field theory
	1. Integrating over a manifold
	2. Einstein action
	3. Beyond the Einstein action
	4. Non-perturbative field theory
	5. Sub-manifolds
	6. Applying Gauss-Codazzi formulation
	7. Boundary term in Einstein action: Gibbons-Hawking term

	Chapter 9. Black holes
	1. Black hole thermodynamics
	2. Kaluza-Klein theory
	3. Black holes in Kaluza Klein theory
	4. Perturbation theory
	5. Interpreting metrics
	6. Gravitational instantons


	Part 3.  Cosmology
	Chapter 10. Metrics of the cosmos
	1. The important metrics
	2. FRW space-times

	Chapter 11. Matter in the universe
	1. Thermodynamics and statistical mechanics of the universe
	2. Entropy
	3. Big Bang Nucleosynthesis (BBN)
	4. Dark matter
	5. Vacuum energy
	6. Baryogenesis

	Chapter 12. Inflationary cosmology
	1. The three problem; flatness, horizon and monopole problems
	2. Quantum field theory in curved space-time
	3. Density fluctuations
	4. Inflationary perturbations

	Bibliography


